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ABSTRACT

A molecular characterization was used to assess the biodiversity of endophytic bacteria of some leguminous plants cultivated in the rhizosphere soil of Acacia, an autochthonous plant, collected in an arid region of South of Morocco, Tata-Akka region. Thus faba bean (Vicia faba), chickpea (Cicer arietinum), lentil (Lens culinaris) and common bean (Phaseolus vulgaris) were used to harbor the endophytic bacteria. A total of seventy-two isolates were obtained and characterized using PCR-ARDRA (Amplified Ribosomal DNA Restriction Analysis) of 16S rDNA. Our findings showed a high molecular biodiversity of our isolates, 40.9% of the isolated endophytic bacteria were Ensifer meliloti (Sinorhizobium meliloti) isolated in nodules of chickpea and common bean, 31.8% were Rhizobium sp. isolated in nodules and roots of common bean and lentil and 27.3% were Enterobacter sp. isolated in roots of faba bean, common bean, chickpea and lentil.
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INTRODUCTION

In Northern Africa, salinity and drought are the most important abiotic constraints that limit the crops productivity. Morocco is among the regions affected by both these constrains [1, 2]. Indeed, Morocco is vulnerable to climate change, its arid and semi-arid regions would be more susceptible to drought and warm in the hot season [3]. The climate change affects the availability of water [3] which causes a high salinity of soils and reduces the productivity of many crops. It’s well known that legumes are among the most important crops for human nutrition because they provide a high level of proteins compared to other plants [4]. In addition, the legumes play an important role in sustainable agriculture by offering many economic and environmental advantages, in particular their ability to fix nitrogen in symbiosis with rhizobia, for this reason they are mainly used to improve the fertility of saline soils [3, 4, 5, 6, 7]. However, legumes are sensitive to both drought and salinity, which limit their growth and production in many areas with particular severe drought and salinity conditions [3, 5, 6].

In recent years, the search of endophytic bacteria to ameliorate the production of legumes is becoming an issue of growing interest. Indeed, endophytic bacteria play an interesting role in improving the soil fertility, and by reducing the use of chemical fertilizers [8, 9, 10]. The endophytic bacteria are defined as bacteria living within plant tissues without causing any harm or visible symptoms to plants [11]. In this symbiotic relationship, the host plants benefit extensively by harboring these bacteria [12]. They are called plant growth-promoting rhizobacteria (PGPR), they are naturally present in the soil, where they colonize plant's roots and promote plant growth [13]. The Acacia, are a leguminous plants, trees or shrubs, that are natives to the tropical plains, these plants are distributed in areas of low rainfall or in areas where rainfall is seasonal, by this way they are widely distributed in arid and semi-arid regions and they tolerate many severe environmental conditions such as drought and salinity [14, 15, 16, 17]. In Morocco, the Acacia have a very important socio-economic role, many Acacia species are widely used in reforestation programs, in fertilization of soils and in dunes fixation [15, 16, 18, 19]. For example Acacia cyanophylla plants were introduced, in the Souss-Massa region in Morocco, by the Water and Forest Service of the Government to increase the biological stabilization of the coastal dunes [18, 19].

Several authors have reported also the use of Acacia species in traditional medicine [15, 17], indeed a study has been made in the region of Tata has shown that the population of this region uses Acacia ehrenbergiana and Acacia tortilis subsp. Raddiana (Savi) Brenan, in traditional medicine, bark, leaves, seeds, gum, flowers and fruits of both these species are used to treat several diseases such as hepatitis, lung diseases like asthma or to relieve fever [20]. The studied area, Tata-Akka region, is among the most affected regions by both severe aridity and salinity conditions [16]. However, in these conditions, Acacia, which is a spontaneous plant, showed to be resilient and well adapted to the severe abiotic constraints that characterize this pre-Saharan area [16]. Thus Zahran [21, 22] have reported that the bacteria isolated from wild legumes in arid zones, present higher tolerance to several constraints such drought, salt stress and elevated temperatures, these bacteria may be used to inoculate wild, as well as, crop legumes, to ameliorate their productivity. These observations lead us to investigate the possibility of using the rhizosphere soil of Acacia that harbor endophytic bacteria to form a symbiosis with legumes. These bacteria can be then used to inoculate the plants in order to improve their tolerance to abiotic constraints, such as water deficiency and salinity. This work is the first report studying the biodiversity of legumes-endophytic bacteria isolated from the rhizosphere of Acacia in Tata-Akka region.

MATERIALS AND METHODS

Study area

Tata-Akka region is localized in the South East of Morocco, with an area of 26.274 km²; it’s located on the southern side of the Anti-Atlas Mountains. This region is characterized by hyper-aridity with a low rainfall around 100
mm/year, and large fluctuations in daily and annual temperature [20]. The average temperature in Tata, calculated in 13 years, is 22 °C. The highest temperatures are often recorded in the summer, which results in a high potential of evaporation that exceeds 2 m [16]. This presaharan climate causes a water deficiency and high soils salinity which induce seriously degraded vegetation and a progressive reduction of biological diversity in this ecosystem [16]. The region of Tata-Akka is characterized by two spontaneous species of Acacia which are Acacia ehrenbergiana and Acacia raddiana [20, 23].

Collect of rhizospheric soils and soils mineral analysis

Samples of Acacia plants rhizospheric soils were collected in February 2015 from nine sites in the Tata-Akka region. Their positions were localized by the Global Positioning System (GPS). The samples have been subjected to a soil mineral analysis and stored at 4°C. The soil mineral analyses of major elements were conducted by X-ray fluorescence spectrometry (OLYMPUS).

Plant materials

The legumes seeds used in this study were available in the market and were mainly used by the farmers. They belong to four legumes, which are faba beans, the common beans, lentils and chickpeas. Before planting, the surfaces of the seeds were disinfected with sodium hypochlorite NaClO (1/5) for 10 min, and washed extensively using sterile distilled water, and then putted to germinate in small pots containing rhizospheric soils (three seeds per pot of 20 cm of diameter and 30 cm of height). The seeds were germinated in the nine rhizospheric soils. Plants were grown in a temperature controlled glasshouse at 28 °C and irrigated with a nutrient solution. The plants were then harvested at the flowering stage.

Isolation of endophytic bacteria

Roots of the plants were thoroughly washed under tap water to remove the soil particles, and then selected roots and nodules were cut in many fragments. Under aseptic conditions roots and nodules surface was disinfected with NaClO diluted at 1/6 for 5 min, and washed with distilled sterilized water for 3 to 5 times. After this step, the roots and nodules of each plant were individually crushed and homogenized in a sterilized mortar and pestle in sterilized water. The resulting suspensions were streaked, independently, onto Petri dishes containing yeast extract–mannitol (YEM) medium. This medium is routinely used for rhizobial isolation, purification and culture [24]. Petri dishes containing YEM were incubated for 24 hour at 28 °C. Colonies were selected after 24 hour by picking and repicking to obtain a final 72 isolates. All strains were stored in 40% (v/v) glycerol at -20 C°.

Molecular characterization of the strains

Molecular characterization of the endophytic bacteria was done using the technique of Polymerase Chain Reaction combined with Amplified Ribosomal DNA Restriction Analysis (PCR-ARDRA) of 16S rDNA sequencing. The extraction of genomic DNA was conducted according to the protocol of Dhaese et al. [25]. Four ml of cultured bacteria were grown in liquid YEM medium for 2 days at 28 °C, and then collected by centrifugation. After washing with Tris-EDTA (TE) buffer, the pellets, containing bacteria, were resuspended in 300 µl of TE, then 100 µl of 5 % SDS and 100 µl pronase E (2.5 mg /ml in TE buffer pre-incubated for 90 min at 37 °C) were added to the suspension. After mixing, the solution was incubated for an over-night. The DNA was purified by two extractions with Tris-buffered phenol and one extraction with methylene chloride. The DNA was precipitated with 0.1 volume of 3 M sodium acetate and 2.5 volumes of ethanol. The identification was done by the 16S rDNA sequencing, using primers 16S a (5'-CCGTGGCGGCGTGTTAAACA-3') and 16S b (5'-CCAGCGCCAGGGTCCCTC-3') [26]. The PCR was performed using 100 ng of DNA, 1.25 units (U) of Dream Taq polymerase (product of Thermo Fisher Scientific) and 100 pmol of each
primer in a total volume of 50 µl (as suggested by the enzyme supplier). PCR conditions were: an initial denaturation at 95 °C for 5 min, 30 cycles of denaturation at 95 °C for 30 s, annealing at 55 °C for 30 s, and extension at 72 °C for 1.5 min. A final extension was conducted at 72 °C for 10 min. For visualization, the near full-length (approximately 1400-bp) 16S rDNA fragments were separated on 0.8% agarose gels and stained with ethidium bromide. Sequencing was done by GATC Biotech company (Konstanz, Germany) using primers 16Sα, 16Sβ, and two internal primers 16SLOA (TAACGCAATTAAACATTCCGCTG) and 16SLOB (TAAATCTTGCGACCGTACTCC). For blast searches, the resources of the National Center for Biotechnology Information were used. Phylogenetic analysis was conducted with Molecular Evolutionary Genetics Analysis (MEGA) version 5.2 [27].

RESULTS

Coordinates of studied sites

The coordinates of the studied sites are represented in Figure.

Mineral analysis of soils samples

The Table 1 exhibits the analysis of the different soils samples used in this study. According to Boyer [28] mineral deficiency thresholds of phosphorus (P) is between 25 mg/kg and 100 mg/kg, 39 mg/kg for potassium (K), 20,655 mg/kg for magnesium (Mg), and 80 mg/kg for calcium (Ca). While Adeoye and Agboola [29], have reported 25 mg/kg as critical level of manganese (Mn) in soil. And according to Lindsay [30, 31] who have reported that plants require a critical content of soluble iron (Fe) in soil approximately equal to $10^{-8}$ M which corresponds to 0, 00056 mg/kg. Similarly Bonneau et al. [32] have reported that Al values higher than 7 meq/100 g (944.3 mg /kg) are toxic to plants whereas White and Broadley [33] have reported that only the values of chlorine in soil between 1.79 mg /kg and 3.57 mg / kg are needed by plants. The values below can be toxic for plants. According to the critical content values presented below, we conclude that our samples are rich on P, K, Fe and Mn, while the values of Mg and Ca are low. We record also a low content of aluminum (Al) and chlorine (Cl) in all samples except for site 5 where a high content of Cl is recorded.

Molecular characterization of the strains

The molecular characterization of the 72 isolates has shown a genotypic diversity among these strains. *Ensifer meliloti* strains were isolated from nodules of chickpea and common bean represent 40.9 % of the isolates strains, while 31.8 % of strains isolated from nodules of common bean and lentil were closed to *Rhizobium* sp. *Enterobacter* sp. which represent 27.3% of isolates strains, were isolated from roots of faba bean, common bean, chickpea and lentil (as shown in Table 2). We noted that all legumes have formed typical nodules.

DISCUSSION

The results obtained by mineral analysis of the rhizosphere of *Acacia* have shown that these soils are very rich in minerals and low in elements that can be toxic, such as Al and Cl. These results can be explained by the effect of the rhizosphere of *Acacia* that enriches the soil with root exudates that modifies positively the capacity of retention and adsorption of mineral elements by soil [34]. These conditions constitute a favorable environment for the development of microorganisms that, in their turn, ensure a high mineral fertility of soil [32, 34]. In addition the low leaching in this region with dry climate explains the high level of P, K and Mn [16, 35]. The comparison of our samples soils with other soils on mineral elements such P and K shows a high level in this elements respect to other soils. P and K were very higher in our samples than in soils collected in many regions, in Sais region, which is an agricultural region in Northen central in Morocco [36] or with soils in Northern Spain where an autochtonous variety of chickpea in
Alternance with barley were cultivated [37] as well as in soil samples collected in India [39]. Many authors have affirmed that richness of soils in mineral elements can be attributed to microflora existing in soil. Thus Peix et al. [37] have shown that N, Ca, K and Mg content values were higher in soils inoculated with Mesorhizobium mediterraneum than in uninoculated soils. These suggestions were confirmed by previous studies by Grego et al. [34] that have shown that the rhizosphere of Acacia raddiana in two different biotopes, Tunisia and Senegal, is rich in active microflora. The results obtained by these authors have reported that several parameters such as the organic matter content, the microbial biomass, the soil respiration, the activity of the enzymes involved in the metabolism of nitrogen and phosphorus are higher and have a significance difference in the rhizosphere of Acacia raddiana compared to areas not influenced by the roots [34].

Thus, the microbial flora intervenes by several processes to improve the mineral quality of the soil, these processes include degradation of litter and mineralization of organic matter in soil, solubilization of insoluble phosphorus, and by enriching soil by nitrogen by fixing atmospheric nitrogen [6, 32, 37, 38, 40]. Other processes include elimination of toxic compounds such as Al and Cl [32, 41]. According to Bastviken et al. [42] up to 24% of inorganic chlorine initially added to the soil was incorporated into the microbial biomass in a week, with long-term formation of organic chlorine. The microorganisms have also a direct effect on plant growth, Saharan and Nehra [13] have reported that inoculation of crop plants with PGPR at an early stage of development of the plant has a positive effect on the plant growth by affecting positively the plant height and weight, the plant health, the plant vigor and by enhancement the seedling germination. In addition, the inoculation by these PGPR induce early flowering, increase the chlorophyll content and enhance nodulation in legumes [13]. Elsewhere, several studies demonstrated that the effect of inoculation of legumes by some species of bacteria can ameliorate their tolerance to different stress like saline stress. Indeed, Faghire et al. [6] have previously demonstrated that the symbiotic nitrogen fixation was not affected by saline treatment (25 mM NaCl), using two varieties of common bean combined with Rhizobium strain CIAT899 and a local strain RhM11 isolated from Al Haouz region of Morocco. Faghire et al. [1] also showed that in common bean-rhizobia symbiosis; nodulation, shoot and root biomasses were not affected by salinity. Our molecular characterization of the strains showed that they belong to two groups, strains nodulating legumes or rhizobia and strains that not able to form nodules with leguminous plants.

Rhizobia group is among the most important group of the PGPR, the rhizobia-legumes symbioses is considered as a major atmospheric nitrogen fixing systems, thus symbiotic N2 fixation represents a renewable source of N for agriculture and is the major source of nitrogen input in agricultural soils including those in arid regions [10, 21, 22]. The rhizobia are defined as soil bacteria that are able to form nodules and to establish a symbiosis with the roots or the stems of legumes, it is the process by which atmospheric nitrogen is fixed and reduced into ammonium which directly assimilated by plants [8, 10]. Many studies have been done recently that show a great diversity among rhizobia, currently, we count more than 98 species belonging to 14 genera of α- and β- proteobacteria, these genus are: Rhizobium, Bradyrhizobium, Ensifer (Sinorhizobium), Mesorhizobium, Microvirga, Azorhizobium, Phyllobacterium, Ochobactrum, Methylobacterium, Devosia and Shinella these genus belong to the class of α- proteobacteria, while the second class of β-proteobacteria contain Burkholderia and Cupriavidus (Ralstonia), and the third class is γ-proteobacteria which contains also some bacteria that are able to nodulate legumes and to fix nitrogen from atmosphere [8, 9,10].

Moreover Shiraishi et al. [9] showed that Pseudomonas sp., class of γ-proteobacteria, belong to the group of rhizobia, inoculation tests and histological studies revealed that Pseudomonas sp. formed nodules on Robinia pseudoacacia. This result was confirmed by a phylogenetic analysis of symbiotic genes, both nodulation genes nodA and nodC and nif genes nifH and nifHD, were used in this study. Nif genes are encoding for enzymes involving in the fixation of atmospheric nitrogen (nitrogenase enzyme...). The phylogenetic analysis of these symbiotic genes revealed that Pseudomonas sp. have high similarities with symbiotic genes of rhizobial species, these results indicate an horizontal gene transfer from symbiotic genes of rhizobia species in the soil to Pseudomonas sp. [9]. Certain rhizobial strains can nodulate only certain legumes, this process is called cross inoculation, for example Rhizobium leguminosarum bv viciae.
can nodulate only some species like *Lens*, *Pisum*, *Vicia*, and *Lathyrus* spp, while *R. leguminosarum* bv *trifoli* can only nodulate species of *Trifolium* [43]. Our findings, consisting on cross inoculation, are consistent with previous reports [44] that isolated *Sinorhizobium meliloti* in nodules of *Cicer arietinum* L. from soils of Kelaa de Sraghna region in Morocco, and in nodules of common bean from the oases in the south of Tunisia [45]. In the meantime, *Rhizobium* (*R. etli*, *R. tropici*, *R. gallicum*, and *R. phaseoli*) were isolated from nodules of *Phaseolus vulgaris* in saline soils from the Al Haouz region, Marrakech, Morocco [5], and from nodules of *Lens culinaris* in the soils in Algeria [46]. Consistently, both *Rhizobium* and *Ensifer* were shown to nodulate the *Phaseolus vulgaris* [5]. On the other hand, *Enterobacter* (*E. cloacae*) was reported to be isolated from nodules of *Vicia faba* in Tunisia [47], while *Enterobacter aerogenes* was isolated from chickpea’s nodules in India [48]. Furthermore Midekssa et al. [49] employed 16S rDNA sequence analysis to identify the isolates from roots of *Lens culinaris* Medik, they found that two species of *Enterobacter* sp., *Enterobacter ludwigii* and *Enterobacter cloacae*, can be isolated from this leguminous plant. Finally, *Enterobacter* sp. strains were able to colonize effectively the root of *Phaseolus vulgaris* [50].

The characterization of indigenous endophytic bacteria from *Acacia* plants rhizospheric soils collected from an arid region, such Tata-Akka region, may lead to the selection of efficient and effective inoculants strains for different species of legumes especially in soils affected by abiotic constraints like salinity. More investigations were needed to understand the mechanisms by which these strains of bacteria affect the growth of legumes in soil with severe conditions of drought and salinity.
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Table 1. Elemental concentrations (mg / Kg) for analysis of the nine soils samples (S1 to S9).

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
<th>S8</th>
<th>S9</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>7564 ±</td>
<td>5345 ±</td>
<td>6547 ±</td>
<td>6705 ±</td>
<td>7157 ±</td>
<td>7170 ±</td>
<td>6441 ±</td>
<td>6240 ±</td>
<td>5889 ±</td>
</tr>
<tr>
<td></td>
<td>87.81</td>
<td>58.31</td>
<td>61.02</td>
<td>64.24</td>
<td>68.29</td>
<td>69.40</td>
<td>61.36</td>
<td>62.21</td>
<td>57.89</td>
</tr>
<tr>
<td>Ca</td>
<td>9.11 ±</td>
<td>5.76 ±</td>
<td>2.73 ±</td>
<td>5.56 ±</td>
<td>6.26 ±</td>
<td>2.15 ±</td>
<td>2.51 ±</td>
<td>3.33 ±</td>
<td>3.44 ±</td>
</tr>
<tr>
<td></td>
<td>0.0668</td>
<td>0.0366</td>
<td>0.0172</td>
<td>0.0343</td>
<td>0.039</td>
<td>0.0147</td>
<td>0.016</td>
<td>0.021</td>
<td>0.0208</td>
</tr>
<tr>
<td>P</td>
<td>1731 ±</td>
<td>1570 ±</td>
<td>1403 ±</td>
<td>1531 ±</td>
<td>1361 ±</td>
<td>1304 ±</td>
<td>1388 ±</td>
<td>1340 ±</td>
<td>1340 ±</td>
</tr>
<tr>
<td></td>
<td>99.81</td>
<td>72.64</td>
<td>61.69</td>
<td>72.17</td>
<td>75.03</td>
<td>67.25</td>
<td>63.22</td>
<td>69.24</td>
<td>65.20</td>
</tr>
<tr>
<td>Mg</td>
<td>2.55 ±</td>
<td>2.61 ±</td>
<td>3.03 ±</td>
<td>3.19 ±</td>
<td>2.66 ±</td>
<td>2.69 ±</td>
<td>2.83 ±</td>
<td>3.37 ±</td>
<td>2.88 ±</td>
</tr>
<tr>
<td></td>
<td>0.4105</td>
<td>0.3254</td>
<td>0.308</td>
<td>0.3228</td>
<td>0.321</td>
<td>0.324</td>
<td>0.302</td>
<td>0.320</td>
<td>0.3026</td>
</tr>
<tr>
<td>Cl</td>
<td>2.09 ±</td>
<td>2.03 ±</td>
<td>2.17 ±</td>
<td>1.31 ±</td>
<td>7859 ±</td>
<td>2.05 ±</td>
<td>1.26 ±</td>
<td>1.11 ±</td>
<td>1.37 ±</td>
</tr>
<tr>
<td></td>
<td>0.0879</td>
<td>0.0620</td>
<td>0.0587</td>
<td>0.0624</td>
<td>663.85</td>
<td>0.0665</td>
<td>0.0618</td>
<td>0.0668</td>
<td>0.0616</td>
</tr>
<tr>
<td>Fe</td>
<td>1.48 ±</td>
<td>2.37 ±</td>
<td>2.66 ±</td>
<td>2.35 ±</td>
<td>2.35 ±</td>
<td>2.97 ±</td>
<td>3.25 ±</td>
<td>1.89 ±</td>
<td>1.93 ±</td>
</tr>
<tr>
<td></td>
<td>0.0163</td>
<td>0.0191</td>
<td>0.0192</td>
<td>0.0183</td>
<td>0.0187</td>
<td>0.0221</td>
<td>0.0227</td>
<td>0.0151</td>
<td>0.0149</td>
</tr>
<tr>
<td>Al</td>
<td>3.14 ±</td>
<td>2.11 ±</td>
<td>2.25 ±</td>
<td>2.44 ±</td>
<td>3.11 ±</td>
<td>2.79 ±</td>
<td>2.91 ±</td>
<td>2.90 ±</td>
<td>2.85 ±</td>
</tr>
<tr>
<td></td>
<td>0.0838</td>
<td>0.0619</td>
<td>0.0602</td>
<td>0.0644</td>
<td>0.0708</td>
<td>0.0682</td>
<td>0.0661</td>
<td>0.0680</td>
<td>0.0652</td>
</tr>
<tr>
<td>Mn</td>
<td>362 ±</td>
<td>229 ±</td>
<td>329 ±</td>
<td>292 ±</td>
<td>200 ±</td>
<td>871 ±</td>
<td>434 ±</td>
<td>233 ±</td>
<td>156 ±</td>
</tr>
<tr>
<td></td>
<td>34.94</td>
<td>25.44</td>
<td>24.52</td>
<td>26.08</td>
<td>25.54</td>
<td>34.31</td>
<td>26.70</td>
<td>23.62</td>
<td>21.57</td>
</tr>
</tbody>
</table>

Table 2. Identification of some isolates by 16S rDNA sequencing and their correspondent strains

<table>
<thead>
<tr>
<th>Strain</th>
<th>Isolates designation</th>
<th>Host plant</th>
<th>Site or Sol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensifer meliloti</td>
<td>PN101, PN121, PN123, PN125, PN126, PN131, PN105, PN112, HN51</td>
<td>chickpea and common bean</td>
<td>S1, S2, S4, S6, S7, S8</td>
</tr>
<tr>
<td>Enterobacter sp.</td>
<td>HR26, HR57, PR113, PR135, LNR57, FR13</td>
<td>common bean, chickpea, lentil and faba bean</td>
<td>S1, S4, S7, S9</td>
</tr>
<tr>
<td>Rhizobium sp.</td>
<td>HR46, HR48, HR33, HR38, HR46, LR142, LNR146,</td>
<td>common bean and lentil</td>
<td>S1, S3, S5, S6,</td>
</tr>
</tbody>
</table>
Figure 1. Geographical Map showing the locations of all nine sampling sites of Tata - Akka region. The coordinates of the nine sites are: site 1 (N 29°39'5,47'' W 8°17'20,02''), site 2 (N 29°40'28,63'' W 8°15'6,31''), site 3 (N 29°42'7,02'' W 8°6'12,49''), site 4 (N 29°42'27,07'' W 7°58'42,49''), site 5 (N 29°39'42,92'' W 7°59'33,02''), site 6 (N 29°37'32,02'' W 8°0'40,15''), site 7 (N 29°36'42,86'' W 8°0'47,90''), site 8 (N 29°34'10,10'' W 8°0'37,40'') and site 9 (N 29°36'35,23'' W 8°0'43,17'')
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ABSTRACT

The current study aimed to determine the types and percentage of important food borne bacterial strains in fresh and retail bovine meat collected from different slaughter house and supermarkets in Baghdad city and evaluate antibiotic resistant of Listeria monocytogenes isolates, for this purpose, 100 fresh and frozen bovine meat samples (fifty for each one) using routine microbiological methods for bacterial isolation and confirmed bacterial diagnosis by biochemical test and EPI20 system. The result revealed that six bacterial strains were isolated from fresh and frozen bovine meat including, 23(46%), 29(58%) respectively E.coli, 3(6%), 5(10%) respectively L.monocytogenes, 5(10%), 7(14%) respectively Salmonella spp, 2(4%), 10(20%) respectively Staph.aureus, 2(4%), 1(2%) respectively Campylobacter spp and 2(4%), 1(2%) both Pseudomonas spp. The high rate of L.monocytogenes strains were recorded in the frozen retail meat 5(10%) followed by fresh meat 3(6%) with significant differences (P>0.05). PCR assay showed that among all strains of L.monocytogenes isolated from both fresh and frozen meat, 8 isolates carried hemolysin gene. It was concluded that bovine meats considered a main source of food borne bacteria particularly E.coli.

Keywords: Meat, bacterial strain isolation, identification.

INTRODUCTION

Food borne disease is considered an important economic and public health problem worldwide, these disease are either infectious or toxic in nature that induced morbidity and mortality in population after consumption contamination food or water [1]. The first one occur by consumption toxin production by pathogen and infection type occur directly by viable pathogen post consumption contaminated food by these organisms. WHO recorded that food borne disease cause over 600 00000 cases of illness associated with 420 000 deaths together with 27000000 of lost life [2]. In USA, it was estimated that about $US78 billion cost of health care [3], and each person required...
over $US1600 per year [4]. In India, during 1980 to 2009 years, it was reported that 37 outbreaks of food poisoning [5], while in USA, foodborne disease cause 47.8 million cases lead to 127,839 hospitalization occur by contamination food and associated with 3037 death per year [6,7], reported that 48 million persons were infected by food borne disease per year in USA. In the United States, it was recorded that 10 pathogens associated with foodborne disease including Salmonella spp, which cause 31% of food related death, *Escherichia coli* O157:H7 (3%), *Listeria* (28%), *Shigella*, *Campylobacter* (5%), in addition to viral and parasitic cases [8]. The main causes of food borne illness are bacteria which constitutes 66% of the problems [9]. The most important invasive food borne pathogen is *L. monocytogenes* that form a major problem in meat and dairy industries worldwide [10], due to their wide distribution in the environment [11].

High mortality induced by these pathogens post consumption contaminated food (25% - 30% overall) [12], the source of outbreaks by these pathogens including raw meat, non-pasteurized milk, fish and vegetables dairy food including soft or semisoft cheese [13], in addition ready to eat foods [14]. However, it was recorded that determined the incidence and prevalence of food borne pathogens could provide best information about control and prevent the outbreaks of food borne disease as well as to improve safety of food products, in addition to reduce costs induced by these disease [3,4]. In Iraq, there was no program to determine the type of food associated with these diseases and their etiology, therefore numerous studies were required to investigate food borne pathogens that were dependent on microbiological examination, therefore the aim of the present study were to investigate the type and percentage of pathogenic bacteria isolated from raw and frozen retail cattle meat in different markets in Baghdad and determine antimicrobial resistant of *L. monocytogenes*.

**MATERIALS AND METHODS**

One hundred fresh and frozen bovine meats (fifty each), were collected under septic condition from different supermarkets and slaughterhouse of Baghdad city /Iraq. The five grams of meat samples were homogenized with stomacher in 100ml of sterile normal saline, then culture on in MacConkey agar, blood agar and mannitol salt agar at 37°C for 24hr, then isolated colonies were culture on selective media to 24-48hr at 37°C, morphology of the colonies were recorded according to color, shape, size, and microscopic examination by gram stain.

**Identification of bacterial strains**

The suspected colonies were confirmed diagnosis by biochemical test, CAMP test, hemolysis in blood agar and EPI20 system.

**Isolation of genomic DNA**

An overnight grown *L. monocytogenes* were centrifuged at 13000 rpm for 1 minute, then the pellet were transferred to 200ul of Buffer CL containing lysozyme (RNase A 5µl and Proteinase K 20µL), to Buffer BL, DNA extraction with G-spin™ total DNA extraction kit protocol (Intron/Korea) according to the manufacture company.

**Confirmation of *L. monocytogenes* by polymerase chain reaction (PCR)**

**Primers**

The primer were obtained from [15], who consider being diagnosis*hyv* gene table1, PCR was performed in a final reaction volume 25 µl table2, in thermal cycle (Multi Gene Opti Max Gradient Thermal cycle/USA), with initial denaturation steps as 95°C for 3 min, thirty five amplification cycle, and final extraction step of 7 min at 72°C, PCR product were resolved on 1% agarose gel electrophoresis and visualized by UV transilluminator apparatus.
master mix reaction components were added to the stander PCR tube that containing the PCR premix. PCR product along with 100bp DNA ladder electrophores in 2% agarose gel containing red safe nucleic acid staining (30µl/500ml). then the agarose was run at 7V/cm for 1-2 hrs.

RESULTS

Bacterial isolation

Bacterial inoculation showed colonies with varies size, shape and color, gram stain revealed certain isolated were gram negative and the other gram positive. culturing on specific media biochemical test, and EPI2O system expressed several bacterial species were isolated from meat samples table(3). Table (3) showed that 50 fresh meat samples expressed 23 (46%) E.coli, 5(10%) E.coli O157:H7, 3(6%) L.monocytogenes, 5(10%) Salmonella spp, 2(4%) Staphylococcus aureus, 2(4%) Campylobacter and 1(2%) Pseudomonas spp isolates while frozen retail meat samples showed 29(58%) E.coli, 3(6%) E.coliO157:H7, 5(10%) L.monocytogenes, 10(20%) Staphylococcus aureus, 1(2%) Campylobacter sp and 1 (2%) Pseudomonas sp.

Detection of hyl gene of L.monocytogenes

PCR assay were used to detect hyl gene of L.monocytogenes, the result showed that all L. monocytogenes isolated of meat sample, using PCR which amplified a product size of a proximally 209bp as show fig(1).

DISCUSSION

The present finding revealed that 100% of raw and frozen retail bovine meat expressed positive bacterial isolates, these result may indicated generally poor hygiene treatment of the meat and these meat may contaminated with varies species of bacteria during handling, transmitted and storage in supermarkets particularly unstable electric source in Iraq. High percentage of bacterial positive isolates from frozen retail meat in the present study may indicated that these meat was considered one cause of gastroenteritis in people in Iraq, due to the retail meat widely consumption in Iraq. this idea was consistent with [16], who found in 2014, 4.1million cases of gastroenteritis cause by food borne pathogens on each year in Australia. The main bacterial species isolated from raw and frozen retail bovine meat are 23(46%), 29(58%) respectively E.coli, 5(10%), 3(6%) E.coli O157:H7 respectively, 3(6%), 5(10%) respectively L. monocytogenes, 5(10%), 7(14%) respectively Salmonella spp, 2(4%), 10(20%) respectively Staph. aureus, 2(4%), 1(2%) respectively Campylobacter spp and 1(2%) both Pseudomonas spp and all of these bacterial isolates were pathogen for human, these result may supported idea that the food origin animals were considered important source of food borne disease [17], that effect human population during handling or consumption undercooking contaminated meat, these evidence was agreement with investigation of [18], who found that the beef and chicken meat may form important health risk for human due to contamination with fecal organism such as Salmonella spp and E.coli and other Enterobacteriaceae.

The current study revealed that large percentage of Salmonella isolated from meat, these result may indicated that the bacteria form a important food borne pathogens, these idea was agreement with [19], who recorded that the common cause of food borne illness are bacteria such as Salmonella that form 20.9%, Escherichia coli O157:H7 1.4%, also the result of Salmonella spp isolated from meat in the current study may indicated that the meat was considered one cause of food poisoning and hospitalization illness in Iraq.

The present finding revealed high percentage of Staph. aureus 10 (20%) were isolated from retail frozen bovine meat, these result may indicated that the retail meat is a main source of infected by these pathogen, these result was similar to those reported by [20], who recorded that 50 (32.5%) meat samples of cattle and pigs were positive for S.aureus...
also in India,[21], recorded that Staph. aureus and Salmonella form the main etiological agents of food poisoning, on base of about idea, it was required better hygienic safety of retail and fresh bovine meat to prevent transmission food borne disease particularly large population of Iraqi people were dependent on retail meat consumption, these idea was in consistent with [22], who demonstrated that hygienic safety required to prevent spreading food borne disease worldwide. The current result showed that among fifty raw meat and fifty frozen bovine meat, 23(46%); 29(58%) respectively E. coli positive isolates, these result was similar to result of [23], in Egypt, isolated E. coli in high percentage from raw meat [24], however, high percentage of E. coli isolated from raw bovine meat in the present study may be due to the meats contaminated from intestine or from the water during slaughtering and evisceration [25]. High percentage of E. coli isolated from bovine meat may indicated that these pathogen is a main cause of diarrhea in the individual, these idea was agreement with [26], who reported that high incidence of diarrhea in developing countries due to food contaminated with enteropathogenic bacteria.

The current study revealed among raw bovine meat and frozen meat, 5(10%); 3(6%) E. coli O157:H7 respectively were positive isolates, these result may indicated poor general hygiene, and these pathogen widely spread in bovine meat due to widely spreading in the environment [27], recorded that E. coli O157:H7 can persist in soil, water and bovine feces for 90 days, the presence of Escherichia coli O157:H7 isolates in bovine meat may indicated these pathogen is important food borne disease in bovine cattle and highly distributed in these meat. The current study revealed that L. monocytogenes were isolated from 5(10%) of 50 samples of retail frozen bovine meat collected from different supermarkets in Baghdad city and from 3(6% ) of fresh bovine meat slaughtered in abattoir these result were less than reported by [28], who isolated L. monocytogenes from 15(75%) of the frozen beef samples, 6(30.4%) of the 23 samples of local meat. These percentage of L. monocytogenes isolates in the current study may considered problem public health due to these pathogen can cause illness during handling or consumption of contaminated meat. This result may indicated that the meat may contaminated with L. monocytogenes, during the course of processing to the end [29]. The isolation of L. monocytogenes from meat is line with finding other studies in many countries, 

The current study demonstrated that all isolates of L. monocytogenes isolated from meat harboured virulence factors, hemolysin-A gene (hly), these result may indicated these pathogen is highly virulence that may cause human illness post consumption contaminated meat, these result was agreed with [30], who demonstrated that the plcA, prfA, actA, hlyA and iap virulence genes in 18 isolates of L. monocytogenes present in fish and shrimp meat, also demonstrated plcA, gene in bacterial isolated from bovine meat in the current study may indicated these pathogen was highly pathogenicity for human, these evidence was agreement with [31], who demonstrated that haemolytic species of Listeria such as L. monocytogenes is highly pathogenicity for human and cause meningitis in nonimmunocompromised adult. Isolated of L. monocytogenes from frozen meat in the present result may indicated that these pathogen can survive in frozen temperature these result was agreement with [32], who isolated L. monocytogenes and L. innocua from 1.9% and 5.7% of the frozen and fresh sea-food samples, respectively. There are few studies about isolated L. monocytogenes from bovine meat in Iraq and the current study may be the first report in Iraq describing virulence gene of L. monocytogenes that isolated from bovine meat, numerous studies demonstrated virulence genes in L. monocytogenes isolated from food products associated with public health risks due to consumption contaminated food products by these pathogenic L. monocytogenes [33]. The important emerging food borne pathogen is Listeria monocytogenes that associated with threat global food safety, these pathogen was isolated from varies food and food products such as dairy milk and meat. It has veterinary public health importance worldwide, few studies were performed on the prevalence and characteristics of these pathogen in raw and frozen retail bovine meat in Iraq.
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Table 1. The specific primer of Listeria monocytogenes

<table>
<thead>
<tr>
<th>Primer</th>
<th>Sequence</th>
<th>Tm (°C)</th>
<th>Product size</th>
</tr>
</thead>
<tbody>
<tr>
<td>hly A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>CGCAACAAACTGAAGCAAGGG</td>
<td>66.7</td>
<td>209 bp</td>
</tr>
<tr>
<td>R</td>
<td>TTGGCGGCACATTTGTAC</td>
<td>68.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Volume of PCR mixture of L.monocytogenes

<table>
<thead>
<tr>
<th>Components</th>
<th>Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taq PCR PreMix</td>
<td>5µl</td>
</tr>
<tr>
<td>Forward primer</td>
<td>10 picomols/µl</td>
</tr>
<tr>
<td>Reverse primer</td>
<td>10 picomols/µl</td>
</tr>
<tr>
<td>DNA</td>
<td>1.5µl</td>
</tr>
<tr>
<td>Distill water</td>
<td>16.5 µl</td>
</tr>
<tr>
<td>Final volume</td>
<td>25µl</td>
</tr>
</tbody>
</table>

Table 3. Bacterial species were isolated from meat samples

<table>
<thead>
<tr>
<th>sample</th>
<th>no</th>
<th>E.coli</th>
<th>E.coli O157</th>
<th>L.m</th>
<th>Sal. spp</th>
<th>S. aureus</th>
<th>Camp. spp</th>
<th>Pseud. spp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fresh meat</td>
<td>50</td>
<td>23</td>
<td>46%</td>
<td>5</td>
<td>10%</td>
<td>3</td>
<td>6%</td>
<td>2</td>
</tr>
<tr>
<td>Frozen meat</td>
<td>50</td>
<td>29</td>
<td>58%</td>
<td>3</td>
<td>6%</td>
<td>5</td>
<td>10%</td>
<td>10</td>
</tr>
</tbody>
</table>
Figure 1. PCR product the band size 209 bp. The product was electrophoresis on 2% agarose at 5 volt/cm². 1x TBE buffer for 1:30 hours. N: DNA ladder (100).
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ABSTRACT

Applying this work in the province of Najaf, within the alluvial plain that has been chosen in the district of Kufa and its aspects such as AL-Abbassiya sub district, and AL- Huriya sub district which containing the irrigation and drainage networks. The implementation of the work is applied in two stages, the first phase represented as irrigation networks and its facilities, while the second phase as studying drainage networks. This study is carried out to know the problems of irrigation and drainage networks, the amount of water that is leaking from these projects and the impact on the area planted and the effect on the amount of production. Also to check all regulators and pumps performance and which is idle or needs repairs.

Key words: Irrigation networks; Drainage networks; Regulators; Pump stations.

INTRODUCTION

Iraq is one of the oldest countries in the world which have used irrigation, but it locates in the dry and semi-dry zone, it is due to nature of climatic characteristics, it cannot depend on rains in the construction of the agricultural economy, and secure the production of food and industrial crops. The dry and semi-dry zone have been known the amounts of rainfall are a few, and irregular in distribution and interrupted over some years. This causes drying to some areas, so the Iraqis have adopted since the early on the agriculture irrigated, which is based essentially on the water sources of Tigris Rivers and Euphrates, and streams them [1]. Irrigation and drainage networks are an important element in agricultural development and the important means for soil conservation and conservation, protection it. Thus develop earth element and increase productivity. The productive capacity of agricultural lands are mainly dependent on provision of water that needs its and this necessarily requires irrigation network with high efficiency to ensure for linking of irrigation water at the right time and the quantities required for the cultivated
lands. Drainage network should be the same of statute because it plays a big role in determining the productive capacity of agricultural land, which required being necessarily highly efficient in order to facilitate the disposal of excess water need. As excessive harm thirst and kill plantation, the excess water beats and kills it too; therefore the irrigation and drainage networks are interacting each other [2]. Irrigation can be defined at the process that supplies soil to water by using methods and manners different. Manners different to reserve level wet suitable to crown of vegetation[3], while the Drainage is defined as prevent excessive soil water pool (either on the soil surface or in the root zone of the plant) to provide continuous movement of water to bottom through the soil [4]. In this studied a GIS version 10.2 has been used to construct attribute table of the irrigation and drainage networks and their installations, which are represented regulators (head, cross and tail) and pumping stations (irrigation and drainage) addition to Geo-referenced and digitized map that collected from water resources directorate in AL-Najaf province.

MATERIALS AND METHODS

Material and software used can be listed by the following

a) Tables and Map (scale is 1cm=1,750meters) in Excel and JPEG form[6]
b) A GIS version 10.2
c) Adobe Photoshop version 13.0.1.3 of CC

Study Area

AL-Najaf province locates in south-west part of Iraq, see Figure (1), which is represented by longitude (42°50’00” E-45°44’00” E) and latitude (29°50’00” N-32°21’00” N), covering an area of 2820288.47 hectares. It is bounded from the north by provinces of Babel and Karbala, while from east it is bounded by provinces Qadsia and Muthna, from south and south-west, it is bounded by Saudi Arabia kingdom. From west Anbar province. AL-Kufa district center locates about 8.99 km east of AL-Najaf district center, covering an area of 46447.18 hectares [5].

RESULTS AND DISCUSSION

The Irrigation Networks Description

Al-Kufadistrict center consist of: Al-Abbassiya sub district and Al-Huriya sub district that depended mainly on the Euphrates River and its branches (Rivers of Al-Kufa and Al-Abbassiya) and streams branched from them. The total cultivated area covered by this project is 104349 donums, with a total irrigated area of 131563 donums, that included network of branch, main, secondary, field drains, and network of main and secondary unlined canals. River of Al-Abbassiya is entered Al-Najaf province, just 8 km from the branching point, where amount a length of main duct within study area 28 km as shown in Figure (2), it penetrates the sub district of Al-Abbassiya and Al-Huriya, controls of the discharge by the Al-Abbassiya head regulator, and it is branched group of branch streamson both sides (left/right), about 13 branch within sub district of Al-Abbassiya and 7 within sub district of Al-Huriya, where amount of lengths about 177.1 km which are distributed on 113.7 km within sub district of Al-Abbassiya.

These have a total average discharge of about 39 m$^3$/sec with area is benefited of about 57000 donums. Where these branches are located in left side of Al-Abbassiya River, except streams of (AmAhaa and Abo hora) due to state slope of surface therefore, required made drains network which are doing on clearance of soil and vegetation from water surplus. Table (1) shows summarized of database included of stream name, location, length in km, discharge in m$^3$/sec, irrigated area in donums, and canal type.
The distribution of regulators in the study area can be summarized as follows:

- On Al-Abbassiya River there are about 13 head regulators to control water levels and discharges in the main streams. About 2 heads of regulators on the Al-Kufa River, Alsayhee of station Kufa north regulator for drainage water of the drain Kufa north to the Euphrates River by gravity.
- On Euphrates River there is Almasraf of drain Kufa northern regulator to control water levels and discharges in it, while about 9 heads of regulators on the main streams which are belonging to Al-Abbassiya River to control water levels and discharges in it and in the secondary streams.
- But there are 2 rear Regulator on the main stream, namely Alhyal regulator to control water levels and discharges in it and it prevents the passing water towards drain of Alhbaria. Alrakos regulator to control and manage water levels and discharges in it and it prevents the passing water towards drain of Shamia western.
- Alteyal, Alhyal, and Alhusseiny regulators are needed to maintain, which are determined by the back color circle, that served a total irrigated area of 3972 dounms. While Alhmasi Alfryaa and Nagel regulators have been broken of gates that need to switch, which are served a total irrigated area of 4909 dounms, where the circle in black color is shown in figure (3).
- Totally there are 27 Regulators have been distributed in Al-Kufa district center, 2 regulators in center, 15 regulators in Al-Abbassiya sub district, 10 regulators in Al-Huriya sub district as seen in figure (3), and Table (2) showing details of the Regulators.

Al-Kufa district center has 10 pump stations, where these pump stations are distributed along of the sedimentary flatin the district center have wiped River by Al-Kufa and Al-Abbassia and branches them. The pump stations have been installed along to stream network in Al-Kufa district center. The pump stations have been distributed by the following:

- There are 2 drainage pump stations for Al-Kufa district center for pumping water from the drain of Kufa southern and drain of the Kufa north to River of Al-Kufa.
- While there are 6 irrigation pump stations for Al-Abbassia sub district for pumping water from River by Al-Abbassia to Zaidi, Alaryan, Alamaa and Abograb, as illustrating in Figure (4) below.
- But 2 pump stations for Al-Huriya sub district, Tbar algazi irrigation station for pumping water from River of Al-Abbassia to Tbar algazi stream, while Hor Aban Najem drainage station pumps water from drain of 1.3 MD to marsh (Hor Aban Najem).

Table (3) illustrates summarized of database included of site name, location, easting and northing in (m), discharge in (m³/sec) a total number of pumps, power (KW), fuel type and head in (m).

**Drainage Network Description**

The Plain region of sedimentary is characterized in Najaf province, the existence of a network of drainage main, branch, secondary, and field to discharge excess irrigation water of needed for crop agriculture in this region. Drainage networks have been studied, according to the spatial extension in the study area. The drain of Al-Kufa district center (Drains of Al-Abbassiya River) can be summarized as the following:

**Drain of Al-Kufa western (Hafar)**

The western drain works to discharge of land, water are located between the Rivers of Al-Kufa and Al-Qadisiya, see figure (5). It has a length of about 28 km with a mean discharge of 20 m³/sec, and it is one of the longest drain in Al-Kufa sub distric, and it extends to the south, it goes of waters by gravity to River of Al-Kufa and assisted it by the decline of the surface.
Drain Al-Kufa Alsyahhe

This drain stretches in agricultural lands is located on the left side of the Rivers of Al-Kufa. It has a length of 13 km with a mean discharge of about 10 m$^3$/s. It takes (north-south) extension, it benefits of agricultural land cultivated with various field crops in the discharge of excess water from the need, and it drains water from its by gravity to Rivers of Al-Kufa.

Drain of Northern

This drain extends in the land located at the right Rivers of Al-Kufa. It has a length of 12 km and mean discharge of 15 m$^3$/sec. And the nature of the surface of the region's significant impact on the drainage way of waters as they are by pumps located on the left side of the Rivers of Al-Kufa and then it ends in the Rivers of Al-Kufa. Table (4) illustrates summarized of database included in drain name, location, length in km, a discharge in m$^3$/sec and type.

CONCLUSION

Outcomes of field investigation during interviews with the staff and the farmers are:

1. All streams unlined within Al-Kufa district center, where has caused water losses due to conveyance of water during a seepage process as well as growth of natural plants.
2. The drainage networks have taken directions (northern-southern) and (western-eastern) with slope surface of area. Drainage networks in AL-Kufa district center suffer many problems such as growth of natural plants as well as littering by the people of district.
3. About 18 Regulators are working with good method, served a total irrigated area is 76556 donums, while 3 Regulators need a maintenance that served a total irrigated area of 3972 donums, but 2 Regulators have not employed gates and need to switch, which can serve total irrigated area of 4909 donums, thus the agricultural production has been affected.
4. All Regulators in the study area are working manually.
5. The ID of (1, 2) for Kufa southern and Kufa northern stations is in need for rehabilitating. While about 8 pump stations are working with a discharge of 4.5 m$^3$/sec.
6. Drains which are located in south and north of Kufa are flowing into the Euphrates River, which negatively affects the quality of water for agricultural and drinking purposes, as well as there are three secondary streams are linked with drains of shamia western and Altoby
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Table 1. Attribute Table of Stream network in Al-Kufadistrict center[6].

<table>
<thead>
<tr>
<th>Id</th>
<th>Stream name</th>
<th>Location</th>
<th>Length km</th>
<th>Discharge m³/s</th>
<th>Irrigated area donum</th>
<th>Canal type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Tobar saed jowad</td>
<td>Al-Abbassiya sub district</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>unlined \ main</td>
</tr>
<tr>
<td>2</td>
<td>River of abo hora</td>
<td>Al-Abbassiya sub district</td>
<td>10</td>
<td>5</td>
<td>5000</td>
<td>unlined \ main</td>
</tr>
<tr>
<td>3</td>
<td>River of aladl</td>
<td>Al-Abbassiya sub district</td>
<td>4</td>
<td>0.13</td>
<td>1000</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>4</td>
<td>River of alhdari</td>
<td>Al-Abbassiya sub district</td>
<td>12</td>
<td>7</td>
<td>12000</td>
<td>unlined \ main</td>
</tr>
<tr>
<td>5</td>
<td>Albdear</td>
<td>Al-Abbassiya sub district</td>
<td>3</td>
<td>0</td>
<td>500</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>6</td>
<td>Aleasa alawal</td>
<td>Al-Abbassiya sub district</td>
<td>3</td>
<td>0</td>
<td>500</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>7</td>
<td>Alfahee southern</td>
<td>Al-Abbassiya sub district</td>
<td>1</td>
<td>0</td>
<td>1000</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>8</td>
<td>Alafate</td>
<td>Al-Abbassiya sub district</td>
<td>3</td>
<td>0</td>
<td>280</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>9</td>
<td>River of Wahhabi</td>
<td>Al-Abbassiya sub district</td>
<td>13</td>
<td>6</td>
<td>10000</td>
<td>unlined \ main</td>
</tr>
<tr>
<td>10</td>
<td>River of abograb</td>
<td>Al-Abbassiya sub district</td>
<td>13</td>
<td>6</td>
<td>12000</td>
<td>unlined \ main</td>
</tr>
<tr>
<td>11</td>
<td>River of alaryan</td>
<td>Al-Abbassiya sub district</td>
<td>13</td>
<td>0</td>
<td>5000</td>
<td>unlined \ main</td>
</tr>
<tr>
<td>12</td>
<td>River of alamaa</td>
<td>Al-Abbassiya sub district</td>
<td>8</td>
<td>6</td>
<td>5000</td>
<td>unlined \ main</td>
</tr>
<tr>
<td>13</td>
<td>Alhmana</td>
<td>Al-Huriya sub district</td>
<td>3</td>
<td>0</td>
<td>354</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>14</td>
<td>River of algazali</td>
<td>Al-Houriya sub district</td>
<td>13</td>
<td>0</td>
<td>2100</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>15</td>
<td>Tobar almoafat</td>
<td>Al-Huriya sub district</td>
<td>2</td>
<td>0</td>
<td>282</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>16</td>
<td>ALzyadi</td>
<td>Al-Huriya sub district</td>
<td>2</td>
<td>0</td>
<td>2242</td>
<td>unlined \ main</td>
</tr>
<tr>
<td>17</td>
<td>Alteyal</td>
<td>Al-Huriya sub district</td>
<td>6</td>
<td>1</td>
<td>1451</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>18</td>
<td>River of bazel</td>
<td>Al-Huriya sub district</td>
<td>4</td>
<td>1</td>
<td>650</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>19</td>
<td>Tobar algazi</td>
<td>Al-Huriya sub district</td>
<td>5</td>
<td>0</td>
<td>918</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>20</td>
<td>Alhmasi alryesy</td>
<td>Al-Huriya sub district</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>21</td>
<td>Abo hlan</td>
<td>Al-Huriya sub district</td>
<td>3</td>
<td>4</td>
<td>3420</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>22</td>
<td>Tobar alsabaa</td>
<td>Al-Huriya sub district</td>
<td>1</td>
<td>1</td>
<td>440</td>
<td>unlined \ secondary</td>
</tr>
<tr>
<td>23</td>
<td>Alhmasi alfraya</td>
<td>Al-Huriya sub district</td>
<td>14</td>
<td>0</td>
<td>5462</td>
<td>unlined \ secondary</td>
</tr>
</tbody>
</table>

Table 2. Details of Regulators in AL-Kufa distinct center [6].

<table>
<thead>
<tr>
<th>ID</th>
<th>Regulator name</th>
<th>No. of gates</th>
<th>Easing /m</th>
<th>Northing /m</th>
<th>Discharge m³/s</th>
<th>Location</th>
<th>Irrigated area donum</th>
<th>State of Regulator</th>
<th>Structure Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Tobar gaze</td>
<td>1</td>
<td>451846</td>
<td>3548658</td>
<td>2.5</td>
<td>Al-Huriya</td>
<td>585</td>
<td>Head</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Alzadi</td>
<td>3</td>
<td>450655</td>
<td>3548713</td>
<td>6</td>
<td>Al-Huriya</td>
<td>5000</td>
<td>Head</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Alhmasi alryesy</td>
<td>3</td>
<td>452217</td>
<td>3548818</td>
<td>6</td>
<td>Al-Huriya</td>
<td>1515</td>
<td>Head</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Alhmasi alfraya</td>
<td>3</td>
<td>455896</td>
<td>3549002</td>
<td>6</td>
<td>Al-Huriya</td>
<td>4077</td>
<td>Unemployed</td>
<td>Head</td>
</tr>
<tr>
<td>5</td>
<td>Alsabaa</td>
<td>1</td>
<td>457374</td>
<td>3550551</td>
<td>1</td>
<td>Al-Huriya</td>
<td>363</td>
<td>Head</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Alteyal</td>
<td>2</td>
<td>456338</td>
<td>3552134</td>
<td>2</td>
<td>Al-Huriya</td>
<td>1867</td>
<td>Need to be buried and cladded</td>
<td>Head</td>
</tr>
<tr>
<td>7</td>
<td>Nagel</td>
<td>1</td>
<td>452751</td>
<td>3552329</td>
<td>1</td>
<td>Al-Huriya</td>
<td>832</td>
<td>Unemployed</td>
<td>Head</td>
</tr>
<tr>
<td>8</td>
<td>Alhyal</td>
<td>1</td>
<td>452834</td>
<td>3552439</td>
<td>1</td>
<td>Al-Huriya</td>
<td>83</td>
<td>Need to be buried and cladded</td>
<td>Rear</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>Name</th>
<th>Code</th>
<th>Area</th>
<th>Cladding</th>
<th>Burial Info</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>Alhusseiny</td>
<td>1</td>
<td>452828</td>
<td>3552451</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Abo shahh shahad</td>
<td>1</td>
<td>449260</td>
<td>3545550</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>Abo naman</td>
<td>1</td>
<td>449192</td>
<td>3545729</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>Abo horha</td>
<td>2</td>
<td>449623</td>
<td>3547768</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>Am hyayaa</td>
<td>4</td>
<td>449287</td>
<td>3547807</td>
<td>6</td>
</tr>
<tr>
<td>14</td>
<td>Alamah</td>
<td>2</td>
<td>447019</td>
<td>3551155</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>Alarway</td>
<td>1</td>
<td>444708</td>
<td>3553331</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>Abo Gharb</td>
<td>2</td>
<td>444414</td>
<td>3553962</td>
<td>6</td>
</tr>
<tr>
<td>17</td>
<td>Wahhabi</td>
<td>2</td>
<td>442194</td>
<td>3554886</td>
<td>6</td>
</tr>
<tr>
<td>18</td>
<td>MC1 alayerway</td>
<td>2</td>
<td>441090</td>
<td>3555706</td>
<td>30</td>
</tr>
<tr>
<td>19</td>
<td>Alhadary</td>
<td>3</td>
<td>441309</td>
<td>3556742</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>Al adel</td>
<td>1</td>
<td>441616</td>
<td>3556842</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>drain kufa north</td>
<td>442555</td>
<td>3545946</td>
<td>Al-Kufa</td>
<td>Head</td>
</tr>
<tr>
<td>22</td>
<td>kufa north</td>
<td>442576</td>
<td>3547140</td>
<td>Al-Kufa</td>
<td>Head</td>
</tr>
<tr>
<td>23</td>
<td>Alrakos</td>
<td>2</td>
<td>451625</td>
<td>3540384</td>
<td>2</td>
</tr>
<tr>
<td>24</td>
<td>AL-qzaly</td>
<td>1</td>
<td>455368</td>
<td>3552007</td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>Altraa</td>
<td>1</td>
<td>459434</td>
<td>3550831</td>
<td>4</td>
</tr>
<tr>
<td>26</td>
<td>Alkazmi</td>
<td>2</td>
<td>444407</td>
<td>3551687</td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>Am hyayaa</td>
<td>4</td>
<td>449640</td>
<td>3547750</td>
<td>6</td>
</tr>
</tbody>
</table>
Table 3. Details of Attribute Table of Pump stations in AL-Kufa district center[6].

<table>
<thead>
<tr>
<th>ID</th>
<th>Site Name</th>
<th>Location</th>
<th>Easting /m</th>
<th>Northing /m</th>
<th>Total Number of Pumps</th>
<th>Discharge of each Pump</th>
<th>Power (KW)</th>
<th>Fuel type</th>
<th>Head (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Kufa southern</td>
<td>Al-Kufa district center</td>
<td>448384</td>
<td>3538469</td>
<td>2</td>
<td>1m³/s+1.2m³/s</td>
<td>2*90</td>
<td>Electric</td>
<td>13m</td>
</tr>
<tr>
<td>2</td>
<td>Kufa Northern</td>
<td>Al-Kufa district center</td>
<td>442534</td>
<td>3547133</td>
<td>2+1</td>
<td>2<em>1m³/s+1</em>3.4m³/s</td>
<td>2*112+170</td>
<td>Electric</td>
<td>13m</td>
</tr>
<tr>
<td>3</td>
<td>Abo Gharb</td>
<td>Al-Abbassiya</td>
<td>444663</td>
<td>3553221</td>
<td>2</td>
<td>1.2m³/s</td>
<td>224</td>
<td>Diesel</td>
<td>13m</td>
</tr>
<tr>
<td>4</td>
<td>Wahhabi</td>
<td>Al-Abbassiya</td>
<td>444412</td>
<td>3553925</td>
<td>2</td>
<td>1.2m³/s</td>
<td>332</td>
<td>Diesel</td>
<td>13m</td>
</tr>
<tr>
<td>5</td>
<td>Hor aban najem</td>
<td>Al-Huriya</td>
<td>459414</td>
<td>3559565</td>
<td>6</td>
<td>1.2m³/s</td>
<td>110</td>
<td>Diesel</td>
<td>13m</td>
</tr>
<tr>
<td>6</td>
<td>Tobar al Gazee</td>
<td>Al-Huriya</td>
<td>451825</td>
<td>3548596</td>
<td>1</td>
<td>1m³/s</td>
<td>402</td>
<td>Diesel</td>
<td>13m</td>
</tr>
<tr>
<td>7</td>
<td>Zaidi</td>
<td>Al-Abbassiya</td>
<td>450575</td>
<td>3548684</td>
<td>2</td>
<td>1.2m³/s</td>
<td>402</td>
<td>Diesel</td>
<td>13m</td>
</tr>
<tr>
<td>8</td>
<td>Kazmi</td>
<td>Al-Abbassiya</td>
<td>449402</td>
<td>3551607</td>
<td>7</td>
<td>1.2m³/s</td>
<td>332</td>
<td>Diesel</td>
<td>13m</td>
</tr>
<tr>
<td>9</td>
<td>Alerian</td>
<td>Al-Abbassiya</td>
<td>446651</td>
<td>3551866</td>
<td>1</td>
<td>1.2m³/s</td>
<td>224</td>
<td>Diesel</td>
<td>13m</td>
</tr>
<tr>
<td>10</td>
<td>Cambary</td>
<td>Al-Abbassiya</td>
<td>448298</td>
<td>3549226</td>
<td>1</td>
<td>1.2m³/s</td>
<td>332</td>
<td>Diesel</td>
<td>13m</td>
</tr>
</tbody>
</table>

Table 4. Attribute Table of Drainage network in AL-Kufa district center[6].

<table>
<thead>
<tr>
<th>Id</th>
<th>Drains name</th>
<th>Location</th>
<th>Length\km</th>
<th>Discharge m³\sec</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Drain of kufa northern</td>
<td>Al-Kufa district center</td>
<td>12</td>
<td>15</td>
<td>main drain</td>
</tr>
<tr>
<td>2</td>
<td>Drain of Kufa southern</td>
<td>Al-Kufa district center</td>
<td>8</td>
<td>15</td>
<td>main drain</td>
</tr>
<tr>
<td>3</td>
<td>Drain of shamia western</td>
<td>Al-Kufa district center</td>
<td>28</td>
<td>20</td>
<td>main drain</td>
</tr>
<tr>
<td>4</td>
<td>Drain of Kufa alsyahee</td>
<td>Al-Kufa district center</td>
<td>13</td>
<td>10</td>
<td>main drain</td>
</tr>
<tr>
<td>5</td>
<td>Drain of Jopan</td>
<td>Al-Abbassiya sub district</td>
<td>28</td>
<td>3</td>
<td>main drain</td>
</tr>
<tr>
<td>6</td>
<td>MS second</td>
<td>Al-Abbassiya sub district</td>
<td>0</td>
<td>0</td>
<td>main drain</td>
</tr>
<tr>
<td>7</td>
<td>Drain of Euphrates east</td>
<td>Al-Abbassiya sub district</td>
<td>15</td>
<td>3</td>
<td>main drain</td>
</tr>
<tr>
<td>8</td>
<td>1.3 MD</td>
<td>Al-Abbassiya sub district</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>Drain of Alqadeer</td>
<td>Al-Abbassiya sub district</td>
<td>4</td>
<td>0</td>
<td>Field drain</td>
</tr>
<tr>
<td>10</td>
<td>Alabyat</td>
<td>Al-Abbassiya sub district</td>
<td>12</td>
<td>3</td>
<td>main drain</td>
</tr>
</tbody>
</table>
## Table 1: Drainage Systems in AL-Najaf Province

<table>
<thead>
<tr>
<th>Drain Name</th>
<th>Subdistrict</th>
<th>Length (km)</th>
<th>Width (km)</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drain of Ashoka</td>
<td>Al-Abbasiya sub district</td>
<td>3</td>
<td>1</td>
<td>branch drain</td>
</tr>
<tr>
<td>Drain of Abo fywos</td>
<td>Al-Abbasiya sub district</td>
<td>10</td>
<td>3</td>
<td>main drain</td>
</tr>
<tr>
<td>Drain of Alaryan-Abo karab</td>
<td>Al-Abbasiya sub district</td>
<td>10</td>
<td>3</td>
<td>main drain</td>
</tr>
<tr>
<td>Drain of Amohii</td>
<td>Al-Abbasiya sub district</td>
<td>10</td>
<td>3</td>
<td>main drain</td>
</tr>
<tr>
<td>Drain of AM alyatia</td>
<td>Al-Huriya sub district</td>
<td>2.5</td>
<td>0</td>
<td>branch drain</td>
</tr>
<tr>
<td>Drain of Alhbaria</td>
<td>Al-Huriya sub district</td>
<td>14</td>
<td>4</td>
<td>branch drain</td>
</tr>
<tr>
<td>Drain of Alqqazi and Al heed</td>
<td>Al-Huriya sub district</td>
<td>6</td>
<td>2</td>
<td>branch drain</td>
</tr>
<tr>
<td>Drain of Banihussain</td>
<td>Al-Huriya sub district</td>
<td>12</td>
<td>5</td>
<td>branch drain</td>
</tr>
<tr>
<td>Drain of Alkaze</td>
<td>Al-Huriya sub district</td>
<td>3.5</td>
<td>0</td>
<td>branch drain</td>
</tr>
<tr>
<td>Drain of Alhussieny</td>
<td>Al-Huriya sub district</td>
<td>2.5</td>
<td>0</td>
<td>branch drain</td>
</tr>
<tr>
<td>Drain of Alfra and Abo Halan</td>
<td>Al-Huriya sub district</td>
<td>2</td>
<td>0</td>
<td>branch drain</td>
</tr>
<tr>
<td>Drain of Alrapt</td>
<td>Al-Huriya sub district</td>
<td>10</td>
<td>6</td>
<td>branch drain</td>
</tr>
<tr>
<td>Drain of Al'toby</td>
<td>Al-Abbasiya sub district</td>
<td>2.2</td>
<td>0</td>
<td>branch drain</td>
</tr>
<tr>
<td>Drain of Snayee</td>
<td>Al-Huriya sub district</td>
<td>5</td>
<td>0</td>
<td>branch drain</td>
</tr>
</tbody>
</table>

### Fig. 1: AL-Najaf province is located in the part of southern-western of Iraq

### Fig. 2: Stream networks in AL-Kufa district center.
Fig. 3. Geographic distribution of Regulator in AL-Kufa district center.

Fig. 4. Pump station distribution in AL-Kufa district center.

Fig. 5. The Geographical extension of the drainage network in AL-kufa district center.
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ABSTRACT

The semen of 75 Holstein bulls samples were collected during different seasons, included 25 samples in warm season, 25 samples in cold season and, 25 samples in hot season. Samples were subjected to fluorescent microscopic examination to investigate the DNA fragmentation and light microscope examination to evaluate dead and live sperms. DNA was extracted in order to investigate the osteopontin (OPN) gene polymorphism. The results revealed that the fragmentation of DNA were 13.00 ± 0.73, 11.96 ± 0.5, and 14.00 ± 0.59 in the warm, cold, and hot season respectively. The corresponding means of the viability of sperms were 23.16 ± 1.66, 23.4 ± 1.47, and 23.96 ± 1.07. The result of OPN gene sequencing revealed 5 genotype mutations in the bulls (rs109637038, rs110254070, rs110329232, rs109659827, and rs380649619) which represented the genotyping and polymorphism in bulls. In conclusion the polymorphisms in the OPN gene have no significant effect on DNA fragmentation, dead and live of sperms in the semen freezing through the different season.
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INTRODUCTION

Artificial insemination (AI) is a process by which sperm are collected from the male, processed, stored and artificially introduced into the female reproductive tract for the purpose of conception (1). Deoxyribonucleic acid (DNA) is a nucleic acid that contains the genetic instructions for the development and function of living organisms. The DNA segments that carry genetic information are called genes, but other DNA sequences have structural purposes, or are involved in regulating the expression of genetic information (2). It could cause various physical and chemical damages to sperm membrane, outbreak to ROS, oxidative damage to membrane phospholipids and DNA (3). Osteopontin (OPN) is a ubiquitous, acidic glycoprotein with multi-function that has been found in higher concentrations in ejaculates of bulls that produce higher conception rates (4).
Osteopontin has also been shown to facilitate capacitation and viability of bovine sperm (5). Ejaculated sperm carries the bound OPN protein to the site of fertilization (6). Where it is thought to play a role in the sperm-egg interaction through OPN—integrin complexes present on the surface of the sperm and oocyte (7).

MATERIALS AND METHODS

This study was carried out at the Artificial Insemination Center of Abou-Gharib West of Baghdad. The semen samples of twenty five Holstein bulls (born in Iraqi) were routinely collected from all bulls weekly with the aid of an artificial vagina. All bulls have the same age 3-4 years. Semen samples were obtained from each test bull via straws and placed in ice for transport to the lab. Sperms DNA fragmentations were examined by using acridine orange stain (8-9). Alive and dead sperms had been assessed by using Eosin –Nigrosin stain and examined under light microscope. Genomic DNA was extracted using a Relia prep blood g DNA mini prep system Kit No. A5081 ; Promega, USA, followed by PCR Amplification of OPN gene. The OPN gene was amplified using the universal primer, OPN4816F: 5’-TCC CTC CCT CTA CGT TTT CA-3’ and OPN5528R: 5’-CAT CCC AAA AGG GCA TAG AA-3’. amplified the region between bp 4816 and 5528 of the OPN gene promoter region that also had reported polymorphisms (10). Sequences analyzer was used by Macro.gen in Korea. After that identify differences in genetic sequences among bulls. The Statistical Analysis was performed using SAS program (11). Least significant difference test was used to assess the difference among parameters. P<0.05 is considered significant.

RESULTS

OPN gene at 748bp separated on 1.5% agarose gels appearing as a stained single band represented the semen samples of bulls in A.I center in Iraq. Sequencing of OPN gene appeared five mutations in the sperms in deferent parameters obtained from Gene Bank. Subject represent of database of National Center Biotechnology Information (NCBI). PCR product of (OPN) gene, followed by sequencing appears 5 mutation types with numbers rs109637038, rs110254070, rs110329232, rs109659827 and rs380649619 at the samples of bulls in AI center in Iraq. Types of mutations distributed in the samples of semen, thirteen samples give mutation and 12 samples without mutation (Table 1). The results revealed 13.00 ± 0.73, 11.96 ± 0.5, and 14.00 ± 0.59 fragmentation of DNA in the warm, cold, and hot respectively (Table 2). DNA fragmentsperms showed orange color while, the normal sperms gives green color under florescent microscope (Figure 2). Non-Significant differences were found between normal and sperms fragmented DNA through freezing storage. Eosin and nigrosin stained of sperms for dead and live investigation revealed 23.16 ± 1.66 in warm season, 23.4 ± 1.47 in cold season and 23.96 ± 1.47 in hot season (Table 3). Dead sperm take the pink color, alive sperms still white in color (Figure 3). Non-Significant differences were found between seasons in different genotypes.

DISCUSSION

The present study was concentrated on the effect of OPN gene polymorphism in Holstein bull, in sperm DNA fragmentation, and dead and live through freezing semen. We found no significant differences between semen samples in different seasons. The identification and genotyping of polymorphisms within the promoter region of bovine OPN gene may be useful for selecting bulls to improve sperm motility (12, 13). Due to extreme heat stress, bulls get physically exhausted and their reduced eagerness might result in higher reaction time and subsequently total time for successful ejaculation also increase, thus having an ultimate effect on production of sperms (14). When freezing storage Initial motility and sperm concentration per-ejaculate were affected by age, season but freezing characteristics were due to individual variation (15). The fertilization rates are directly dependent upon both sperm progressive motility and DNA fragmentation (16). DNA integrity has been considered as an important parameter in the determination of spermatozoa ability to withstand the cryopreservation process, it is suggested that chromatin structure should be studied as an independent complementary parameter for the better assessment of the sperm.
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quality (17). Storage conditions and the cold shock caused by freezing and thawing, cold shock increases the susceptibility of semen to oxidative damage due to an increase ROS production, ROS have been shown to change cellular functions through the disruption of the sperm plasma membrane and damage to proteins and DNA (18, 19). The non-significant differences due to season in all bulls may be due to discard the low fertile bull and kept the good quality one in the center of A.I. Andrabiet al., (20) showed significant differences in sperm traits from one month to another due changes in photoperiod. In conclusion the polymorphisms in the OPN gene have no significant effect on DNA fragmentation, dead and live of sperms in the semen freezing through the different season.
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Table 1. Distribution of types mutation in the samples

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Mutation number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,2,3,13,15,16,17,18</td>
<td>(rs 109659827)</td>
</tr>
<tr>
<td>8</td>
<td>rs 109637038,rs 110254670,rs 110329232,rs 380649619</td>
</tr>
<tr>
<td>14,19,20</td>
<td>rs 110329232, rs 109659827,rs 380649619</td>
</tr>
<tr>
<td>21</td>
<td>rs 110329232,rs 380649619</td>
</tr>
<tr>
<td>4,5,6,7,9,10,11,12, 22,23,24,25</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. Effect of season on the normal and abnormal (Sperm DNA fragment)

<table>
<thead>
<tr>
<th>Season</th>
<th>No</th>
<th>Normal DNA (Green)</th>
<th>Abnormal DNA (Orange)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Season 1 (warm) (10,11, month)</td>
<td>25</td>
<td>87.00 ± 1.35 a</td>
<td>13.00 ± 0.73 a</td>
</tr>
<tr>
<td>Season 2 (cold) (12,1,2 month)</td>
<td>25</td>
<td>88.04 ± 1.09 a</td>
<td>11.96 ± 0.55 a</td>
</tr>
<tr>
<td>Season 3 (hot) (3,4,5, month)</td>
<td>25</td>
<td>86.00 ± 1.15 a</td>
<td>14.00 ± 0.59 a</td>
</tr>
<tr>
<td>Level of sig.</td>
<td>---</td>
<td>NS</td>
<td>NS</td>
</tr>
</tbody>
</table>

NS: Non-Significant.

Table 3: Effect of the season on live and dead sperms

<table>
<thead>
<tr>
<th>Season</th>
<th>No</th>
<th>Live (%)</th>
<th>Dead (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Season 1 (warm) (10,11, month)</td>
<td>25</td>
<td>76.84 ± 3.92 a</td>
<td>23.16 ± 1.66 a</td>
</tr>
<tr>
<td>Season 2 (cold) (12,1,2 month)</td>
<td>25</td>
<td>76.6 ± 3.58 a</td>
<td>23.4 ± 1.47 a</td>
</tr>
<tr>
<td>Season 3 (hot) (3,4,5, month)</td>
<td>25</td>
<td>76.04 ± 2.52 a</td>
<td>23.96 ± 1.07 a</td>
</tr>
<tr>
<td>Level of sig.</td>
<td>---</td>
<td>NS</td>
<td>NS</td>
</tr>
</tbody>
</table>

NS: Non-Significant.

Figure 1. Normal DNA of sperm (green color) stained by cridine Orange.

Figure 2. Dead sperm (pink color) and a live sperm (white color) stained by Eosin – egrosin.
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**ABSTRACT**

Infection with antibiotics resistant Candida albicans has become world-wide concern and an effective treatment is urgently needed. Nonthermal atmospheric pressure plasma jet (APPJ) provides a very reactive chemistry, without thermal damage to heat-sensitive biological systems such as living cells and tissues. In this study, antimicrobial efficiency of plasma jet was investigated against the growth rate of Candida albicans using a simple device of plasma jet operating with pure Ar as working gas. The device was driven by an ac power supply operated at 7.5kV peak to peak, with frequency of 28 kHz. The effect of the plasma jet on the Candida albicans was studied using solid and liquid medium. The result showed the plasma jet significantly inactivated Candida albicans growth whereby more than 60% of Candida albicans was inactivated after only 2 min treatment with plasma jet. This study shows a simple and effective method of treatment against antibiotic-resistant Candida albican that can be consider as a platform for future clinical trials.

**Keywords:** Plasma jets, Candida albicans, Antibiotic-resistant, Growth rate, Cold plasma.

**INTRODUCTION**

*Candida Albicans* is most common fungal pathogen presents in the oral cavity, and is best known for causing thrush in the mouths of babies, sore white and moist plaques in the mouth, on the tongue and the upper respiratory tract, as well as in some parts of gastrointestinal, and genital tracts of the human body. In addition, this fungus causes many types of diseases such as dermatocandidiasis that may cause morbidity and mortality of immunocompromised patients [1]. Recently, the development of antibiotic resistant pathogens has become a world concern, for instance Candida albicans has become resistant to antifungal drugs such as fluconazole and most of azole [2]. Thus, the
current treatment by available antifungal drugs like fluconazole or azoles derivatives has become unsuccessful [3]. For this reason, new antifungal therapies is of utmost importance for effective treatment of Candida albicans infection. Recently, has an impact on developing antimicrobial treatments is using the cold plasma. Atmospheric pressure plasmas system is cost-effective and convenient alternative to low-pressure plasma systems because the vacuum systems is not equired [4]. Physically, plasma is characterized as a matter with ionized state and equal number of negatively and positively charged particles (quasi-neutral). It consists of free radicals, electrons, ions, UV-radiation, and excited neutral and charged species independent of the gases used [5].

Plasmas are frequently subdivided into thermal and non-thermal Plasma. When the temperature of the electrons is similar to the temperature of ions, the plasmas are called thermal plasma. However, if the electrons have higher temperature than the ions, plasmas are known as a non-thermal plasma [6, 7]. Based on the operation systems, the produced plasma jet can increased to a number of centimeters into the surrounding ambient. Plasma jets show relatively less operational cost. When Plasma jets launched into the air high amount of reactive species are generated under ambient conditions. Plasma plume generates into the close environment and reacts with air molecules producing reactive oxygen and nitrogen species (RONS), such as atomic oxygen, ozone, superoxide, hydroxyl radicals, peroxide, nitrogen dioxide and nitric oxide, [8]. Generating excessive RONS may bring attention to using plasma jet for novel application such as antifungal treatments. One of the promising applications is the inactivation of microorganism Candida species [9]. These RONS react with cellular molecules, such as DNA and proteins, leading to inhibition of cell growth rates. Besides, plasma jet is safe and has no thermal damage to the living cells and tissues [4]. Application treatment using plasma medicine becomes a more and more important in research field. Therefore, further studies is needed to control plasma parameters to get reliable plasma sources for the different therapeutic application [10].

Experimental Setup and Procedures 2- 1 Plasma torch

In this work type of plasma jet torch were constructed as shown in figure (1).The plasma jet torch has linear-field configuration. This figure shows a photograph at working of the non-thermal atmospheric pressure plasma torch. And the plasma jet length of flow 3 L.min is 3.5cm. It consists of teflon pipe with an inner diameter of (4.5mm ) and outer diameter(6.5mm ) and Aluminum foil, (10mm) width, is placed around the Teflon pipe, (10mm) away from its end. The Aluminum foil is connected to high voltage power supply, device operating with pure Ar as working gas. The device was driven by an ac power supply operated at the ends of the secondary coil is 7.5kV peak to peak, with frequency of 28 kHz .

Fungi Preparation

Candida albicans isolate were obtained from Central Teaching laboratories in the City of Medicine, Teaching Hospital, Baghdad. The culture of Candida albicans were prepared under the following conditions: Firsts, the fungi were cultured in the Sabouraud Dextrose Agar Medium that was prepared according to manufacture protocol., In brief, the amount of 65 g agar (15 g agar, 10 g peptone, 40 g dextrose) was dissolved in 1L distilled water. The medim PH was adjusted to 6.8 and autoclaved. The medium was cooled down to 45- 50°C, casted in sterile Petri dishes and left for 24 h at 37 °C to solidify. The viable colonies were selected for the treatment and diluted with sterile physiological saline to produce equal to (1* 10^6 to 5* 10^6 cell/ml) suspension (inoculum) were made as determined by 0.5 McFarland standard and spectrophotometric assays. and then kept stored in refrigerator at 4°C and used as needed.
Sample Treatment by Plasma jet in the solid medium

The fungi suspensions prepared and medium plates containing Muller Hinton Agar inoculated of Candida albicans was examined using disk diffusion method (NCCLS document M44-A)[11]. The Candida albicans were taken from fresh stock cultures (24 hours) by the loop, suspended in normal saline, and adjusted using standard 0.5 McFarland turbidity (5 × 10^6 cell ml^-1) tubes. The fungus was absorbed on the surface of cotton swab by dipping into the suspension. The sterile cotton swab was streaked on the surface of the sold medium of Muller Hinton Agar. Fungus was treated with plasma at argon gas at a flow rate of 3 L/min, plasma plume was directed perpendicularly to the surfaces of agar plate: The distance between the plume and the surfaces of sold medium was 0.75mm, as shown in figure (2). The fungi sample was exposed to plasma jet for different time intervals (0.5, 1, 2, 3.5, 5 and 8 min). After the treatment, all plates were incubated for 24 h at 35 °C. For control experiments, samples were exposed to argon flow at the same flow rate without plasma ignition. After plasma exposure of Candida albicans for different time points, the plates were then incubated at 35 °C for the 24 hrs. Plates containing Muller Hinton Agar with fungi cultures (untreated) were used as a control and each experiment was performed in triplicate. The diameter of the inhibition zone was precisely measured to calculate the antifungal activity of the test samples. The clear zone was considered as the zone of inhibition of microbial growth. The diameter of inhibition zones was measured using a meter ruler and the average value for each organism was recorded.

Sample treatment by plasma jet using liquid medium

The fungi suspensions had been also prepared in the same way as previously mentioned in paragraph (2-3). For inhibition rate investigation of the fungi samples, the influence of miniature plasma argon source efficiency was tested for different exposure times (0.5, 1, 2, 3.5, 5 and 8 min). So using a (4.5 mL) Sabouraud Dextrose Broth was inoculated with fungal strain of (500 μL), standards (NCCLS document M27-A2) [12]. In the next stage, laboratory tube was placed in the incubator shaker platform (75 rpm) for 24 hours in 35 ºC. Cell viability was measured by the number of fungi cell in one ml of broth medium, and plotted in cell viability curve. It also was calculated by microscope counting using the heamocytometer method, based on these counts, the number of yeast per ml was calculated by the equation (2-1)

NO. of cell /ml = No. of cell in four squares × 4× 10 × 1000 × inverse of dilution if used ………2-1 [13].

RESULTS AND DISCUSSION

Antifungal activity of plasma jet in the liquid medium

Fungi deactivation by plasma jet was tested against the pathogen fungi Candida albicans. Microscopic examination was used to measure the growth rate of Candida albicans in the liquid medium (Sabouraud Dextrose Broth ) and solid medium (Muller Hinton agar). Figure (3) shows the microscopic measurements of the pathogen fungi Candida albicans growth in the liquid medium, that explain the antifungal activity of the plasma jet for six different time points (0.5, 1, 2, 3.5, 5 and 8 min). The figure illustrates the cell viability was calculated from equation (2-1), and shows the growth inhibition increased compared with the control, suggesting the cell viability decreased with increasing of the exposure time for all samples. A fast inactivation was observed for pathogen in the first 30 sec.

More than 60% of Candida albicans was inactivated after 2 min of applying the plasma jet. That result exhibits the maximum effect occurred after 8 min. Mean and standard deviation of the reduction in the growth rate of Candida albicans in the suspension media after exposing to the plasma jet at different time points were shown in table (1). The results indicated there was high significant differences between the treatment in comparison with the control (**P < 0.01). The plasma-liquid system is considered as a high complex environment because of the plasma-water
interaction as well as the associated physical and chemical properties. The temperature of the plasma plume did not play a role in the plasma-water treatment; it was approximately the same as ambient air. Thus, it is not sufficient for the inactivation of fungi in water via pure thermal effects.

**Antifungal activity tests by applying plasma jet in the solid medium**

Figure (4) shows the inhibition zone (IZ) of the Candida albicans culture grown in the solid medium. Muller Hinton agar plates cultured with Candida albicans were used to test the antifungal effect of plasma jet at six time points (0.5, 1, 2, 3.5, 5 and 8 min). Figure (4) shows that the inhibition of growth rate increased compared to the control. The inhibition zone (IZ) area increased with increasing the period of time for all samples. The diameters of inhibition zone area was 4, 8, 30, 32, 35 and 40 mm for the time periods 0.5, 1, 2, 3.5, 5 and 8 min respectively. This result exhibits the maximum effect occurred after time 8 min which have inhibition zone diameter 40 mm. These results are supporting the microscopic measurements of candida albicans cultures in liquid medium. And these results are agreement with reported by previous studies [1, 14].

Plasma jet acts though a complex mechanisms that include a synergetic mode of action to various reactive species, including ionized argon gas molecules, RNS and ROS or free electrons. Basically, plasma particles produce a major mechanical effect on the surface of living organisms. This mechanical effect is generated by charged particles in plasma jet that have a very important role in outer membrane rapture of fungi cells. Creating the electrostatic forces by charge accumulation on the cell membrane surface could conquer the membrane tensile strength and causing its rupture. These forces can generate pressure, causing transmogrification and distortion, leading to rupture of the cell membrane. Furthermore, the accelerating the cellular damage can be created by the cracks or holes that induced by charged particles and this will facilitate the invasion of free radicals [15, 16].

**CONCLUSION**

Candida albicans inactivation by atmospheric pressure plasma jet indicates that plasma jet is an effective tool to treat fungi infection. More than 60% of Candida was inactivated during a period of 2 min treatment by the plasma jet. Further research is required to understand the mechanisms of interactions among reactive plasma species and cellular structures.
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Table 1. Effect plasma jet of different time in Cell No. Viability of Candida albicans

<table>
<thead>
<tr>
<th>Time (minute)</th>
<th>Mean ± SE of Cell Viability x 10^4 (cell/ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>1244.67 ± 44.49 a</td>
</tr>
<tr>
<td>0.5</td>
<td>1056.00 ± 36.95 b</td>
</tr>
<tr>
<td>1</td>
<td>757.33 ± 28.22 c</td>
</tr>
<tr>
<td>2</td>
<td>469.33 ± 55.68 d</td>
</tr>
<tr>
<td>3.5</td>
<td>229.33 ± 32.44 e</td>
</tr>
<tr>
<td>5</td>
<td>186.67 ± 14.11 ef</td>
</tr>
<tr>
<td>8</td>
<td>112.00 ± 18.47 f</td>
</tr>
<tr>
<td>LSD value</td>
<td>107.75 **</td>
</tr>
<tr>
<td>P-value</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Means with the different letters in same column represent differed significant levels.** (P<0.01).

Figure 1. Linear – field DBD plasma jet torch

Figure 2. Fungal sample in petri dish during exposure to plasma

Figure 3. Histogram effect plasma jet of different time in Cell No. Viability of Candida albicans growth in the liquid medium. All data are expressed as a mean ± standard deviation LSD test (ANOVA). Statistical significance was considered as p<0.01
Figure 4. shows the digital photographs inhibition zone (IZ) samples of the fungal Candida albicans samples in Petri dishes its of untried (control) and tried by exposure of plasma jet of (0.5, 1, 2, 3.5, 5 and 8 min)
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ABSTRACT

Laser-induced breakdown spectroscopy of Cu plasma in the presence and absence of magnetic field has been investigated. The plasma was generated by employing Nd: YAG laser (532 nm, 9 ns) at various pulse laser ranging from (100 to 400 ) mj in a vacuum with different working pressure from 0.2torr to 0.8 torr. Both electron number density and electron temperature show an increasing trend with increasing the laser energy and decreasing with increase the working pressure. It is revealed that values of electron temperature and electron number density of copper plasma are higher in the presence of a magnetic field. The existence of magnetic field confinement effect is confirmed when the values of plasma parameter beta $\beta$, which is smaller than 1.

Keywords: LIBS , magnetic field confinement, electron temperature, OES, electron density.

INTRODUCTION

Laser-induced breakdown spectroscopy (LIBS) it is new technicality a comparatively for elemental analysis and description of solids, liquids, gases and aerosol [1]. LIBS is an atomic emission spectrum analysis technicality. Which is a high pulsed laser energy is localized onto a small target volume leading to a breakdown of analytical into ions and free electrons, resulting to a plasma identify by both continuum and atomistic emission[2,3].The parameters of the Laser-generated plasma is progress quickly and are strongly related on irradiation conditions like Intensity of laser incident on a surface of the target and pulse laser duration, the wavelength of the laser, the spot size of radiance, gas ambient installation, and ambient pressure, which are temporary in nature [4,6]. The plasma generated by the
laser has become confined by use of the magnetic field. To control the energetic plasmas ineffectual ways and dynamical properties of the transient by using the magnetic field. The high intensity of the magnetic field pulse has been found to be useful in improving the radiation emitted from laser-induced breakdown plasma [2]. Many physical phenomena like plume confinement, plasma instabilities, the transformation of plasma thermal energy into kinetic energy and Joule heating, effect emission improving may initiate in the expansion of laser-induced plasma in the existence of the magnetic field [7]. In laser generated plasma the used dynamic, play a basic role in deciding the characteristics of the plasma [8]. The plasma confinement degree was in good consent with simple magnetohydrodynamic (MHD) modeling [9]. Plasma diagnostics method can be done through an account of the plasma electron temperature \( T_e \) and density \( n_e \). The strength of the different distribution functions describing the plasma state determines by the temperature, while the state of thermo-dynamical equilibrium of the plasma specifies by the electron density [10]. For the calculation of electron temperature the Boltzmann plot method it is one of the methods that are used [5,11]

\[
\ln \left( \frac{\lambda_{mn} I_{mn}}{g_{mn} A_{mn}} \right) = -\frac{1}{KT_e} E_i + \ln \left[ \frac{N}{U(T)} \right] \quad \text{(1)}
\]

Where:
\( \lambda_{mn} \) is wavelength, \( I_{mn} \) intensity, \( A_{mn} \) is the transition probability of upper (m) and lower (n) energy states, \( E_m \) and \( g_m \) is the upper states (m) energy and statistical weight, \( T_e \) is the electron temperature, \( K \) is the Boltzmann constant, \( N(T) \) and \( U(T) \) are the total number density and partition function. The Stark broadening effect using to calculate the electron density requires a line which is free from self-absorption [12]:

\[
n_e = \left[ \frac{\Delta \lambda}{2 \omega_s} \right] N_r \quad \text{(2)}
\]

\( \omega_s \) is the theoretical line full width Stark broadening parameter, \( N_r \) is the reference electron density, equal to \( 10^{16} \) (cm\(^{-3}\)) for neutral atoms and \( 10^{17} \) (cm\(^{-3}\)) for singly charged ions. Plasma parameter \( \beta \) it is a measure of the effect of the external magnetic field on the plasma generated ,which is the ration of plasma pressure to the magnetic field pressure [13]

\[
\beta = \frac{\Sigma n_e T_e}{E_m} \quad \text{(3)}
\]

Where \( B \) is the magnetic field, \( T_e \) is the electron temperature ,\( K \) is the Boltzmann constant and \( n_e \) is the electron density.

MATERIALS AND METHODS

LIBS system used for the detection spectral lines of laser - generated Cu plasma in the existence and without of magnetic field. Illustrated in Figure1 the experimental setup of The target were bombarded by Nd: YAG pulses laser (9 ns duration, 6 Hz frequency, and fundamental wavelength of 532nm) and laser pulse energy ranging from 100 mj to 400 mj on the target surface for the generation of Cu plasma, at an angle of 45\(^\circ\). To focused the laser on the target surface we used the convex lens with a focal length equal to 10 cm. The circularly shaped pellet of the copper target with diameter 3 cm is placed inside a vacuum chamber. The chamber was filled up with Argon gas at a pressure from (0.2 to 0.8 Torr). The vacuum chamber made of a cylindrical stainless steel tube. The two ends closed by Pyrex windows, by two stainless steel flanges, and with small quartz window fixed in it is center, that allows for a laser.
pulse to shoot the Cu target. Two small pipes connected to pumping systems, while the other was used to deliver the argon gas with purity (99.9%). For applying a magnetic field, two types of the permanent magnetic field were used (located under the target); the first is the outer and the second is the inner which is located inside the outer circular permanent. Figure (2) shows the radial profile of the magnetic field distribution along the Cu target. One can observe from this figure, the magnetic field intensity has a nonuniform distribution along the target.

The maximum value of the magnetic field is approximately 41 mT in the central region of the Cu target.

RESULTS AND DISCUSSION

Emission intensity

Figure 3. Shows the variation in emission intensity of Cu (I) and Cu (II) for the selected spectral lines at various flounces in the absence and presence of a magnetic field. It is revealed that emission intensities typically show an increasing trend with increasing flounce. However, the line intensities of emission spectra in the presence of a magnetic field are higher than the absence of the magnetic field at different flounces. Also, we notice an increase of laser peak energy causing an increase in the intensities of the spectral lines because the mass ablation rate of the target also increases. The spectroscopic data for these lines are listed in Table 1.

Electron temperature

The electron temperature \( T_e \) is responsible for various excitation and ionization processes that occur in the laser-induced breakdown. To calculate the electron temperature plasma is assumed to be in local thermodynamical equilibrium (LTE), and the population of excited atoms follows the Boltzmann distribution. The value of \( T_e \) was calculated according to Boltzmann plot method (equation (1)) by using the selected ionic Copper (CuI and Cu II) lines for the different Laser energy, with presence and without magnetic field at different working pressure. The electron temperature \( T_e \) was calculated using the relation between \( \ln \left( \frac{I_{nl}}{I_{nl}} \right) \) versus upper energy level \( (E_j) \). The values of \( T_e \) equal to the converse of the slope for the best line fitting. From figure (4) many features can be observed that the electron temperature decreasing with increasing of gas pressure in the presence and absence of a magnetic field [15,16]. The increasing of inelastic collisions of an electron with Ar atoms with increasing of gas pressure is responsible for decreasing of \( T_e \) with increasing of pressure. The electron temperature increases in the presence of a magnetic field. The increasing of \( T_e \) in the presence of a magnetic field can be explained as the magnetic fields will confine the electrons in the region near the target surface. Therefore, the electron will gain the energy from the laser pulse and this will continue increases the electron temperature.

Electron density

Plasma species are under the influence of electric field of fast moving electron and slow-moving ion. The perturbing electric field shifts the energy level of species, which is leading to broadening, regarding stark broadening. The electron number density can be related to the full width at half maximum [FWHM (Δ\( \lambda 1,2 \))] of stark broadening line by equation (2). The electron density \( n_e \) increases with increasing laser energy from 100 to 400 mJ and working pressure from 0.2 to 0.8 Torr in the presence and without magnetic field as shown in figure (5). As a result of increasing the ionization collision with increasing atoms density, the electron density is higher in presence of magnetic field than without magnetic field. The copper line (I) at wavelength of 510.5 nm, for this line \( (\lambda m= 43 \text{ nm}) \). And copper line (II) 512.07535 nm with \( (\lambda m= 50 \text{ nm}) \) are used to calculate the electron number density [17].
The values of $\beta$ are evaluated according to equation (3), from the figure (6) shown the variation of beta value along the Cu target at different gas pressure of wavelength 532 nm. It is clear from this figure that the $\beta$ value has a value is less than 1. This means that magnetic field pressure is greater than plasma pressure. The beta value has the maximum value in the edge of Cu target. The variation of beta value along the target caused they non-uniform magnetic field distribution along the target surface.

CONCLUSION

By using the laser produce copper oxide plasma, technique, the effect of the magnetic field was observed in the confirm the confinement of plasma through the measurement of plasma beta parameter, its value less than 1. Plasma characteristic like electron density and its temperature, increasing with increase the laser energy from 100 to 400 mj and decrease with increasing working pressure. Also, we found that the electron temperature and its density with the existence of the field are higher than in the absence it. the measured value of beta decrease with increasing working pressure.
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Table 1 Spectroscopic parameters of Cu Lines [14]

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Ion</th>
<th>Transitions</th>
<th>Transition probability A_{ji}</th>
<th>E_i</th>
<th>E_k</th>
</tr>
</thead>
<tbody>
<tr>
<td>488.97005</td>
<td>Cu II</td>
<td>3d^{9}4p → 3d^{8}4s^{2}</td>
<td>9.5×10^3</td>
<td>8.4205798</td>
<td>10.9554918</td>
</tr>
<tr>
<td>481.29476</td>
<td>Cu II</td>
<td>3d^{9}(2D_{3/2})4d → 3d^{9}(2D_{3/2})4f</td>
<td>6.5×10^8</td>
<td>14.534842</td>
<td>17.1101770</td>
</tr>
<tr>
<td>512.07353</td>
<td>Cu II</td>
<td>3d^{9}(2D_{5/2})4d → 3d^{9}(2D_{5/2})4f</td>
<td>1.0×10^8</td>
<td>14.430246</td>
<td>16.8507820</td>
</tr>
<tr>
<td>502.12785</td>
<td>Cu II</td>
<td>3d^{9}(2D_{5/2})4d → 3d^{9}(2D_{5/2})4f</td>
<td>2.2×10^8</td>
<td>14.392113</td>
<td>16.8606007</td>
</tr>
<tr>
<td>404.4879</td>
<td>Cu II</td>
<td>3d^{9}4p → 3d^{8}4s^{2}</td>
<td>1.03×10^7</td>
<td>8.7832224</td>
<td>11.8486266</td>
</tr>
<tr>
<td>406.2614</td>
<td>Cu I</td>
<td>3d^{10}4p → 3d^{10}5d</td>
<td>1.26×10^8</td>
<td>3.8166920</td>
<td>6.8676455</td>
</tr>
<tr>
<td>521.8202</td>
<td>Cu I</td>
<td>3d^{10}4p → 3d^{10}4d</td>
<td>4.5×10^8</td>
<td>3.8166920</td>
<td>6.1920251</td>
</tr>
<tr>
<td>515.5235</td>
<td>Cu I</td>
<td>3d^{10}4p → 3d^{10}4d</td>
<td>2.4×10^8</td>
<td>3.7858976</td>
<td>6.1911751</td>
</tr>
<tr>
<td>510.5541</td>
<td>Cu I</td>
<td>3d^{9}4s^{2} → 3d^{10}4p</td>
<td>8.0×10^6</td>
<td>1.388948</td>
<td>3.8166920</td>
</tr>
<tr>
<td>515.3235</td>
<td>Cu I</td>
<td>3d^{9}4s^{2} → 3d^{10}4p</td>
<td>3.30×10^6</td>
<td>1.642256</td>
<td>3.7858976</td>
</tr>
</tbody>
</table>
Figure 3. Emission spectra of laser-induced copper target plasma with different laser energies

Figure 4. The variation of electron temperature as a function of pressure in the copper target
Figure 5. The variation of electron density as a function of pressure in the copper target

Figure 6. The different of beta with the Target radius for a Copper target
Measuring the Electro - Optical Properties of Spatial Light Modulator Using Three Different Wavelengths

Farah G. Khalid1*, Sudad S. Ahmed2, Samar Y. Al-Dabagh1, Rawa K. Ibrahim3, Aseel I. Mahmood3, Kais Al Naimee2

1Department of Physics, Collage of Science for Women, University of Baghdad, Baghdad, Iraq.
2Department of Physics, Collage of Science, University of Baghdad, Baghdad, Iraq.
3Material Research Directorate, Ministry of Science and Technology, Baghdad, Iraq.

Received: 16 July 2018 Revised: 20 Aug 2018 Accepted: 24 Sep 2018

Address for Correspondence
Farah G. Khalid
Physics Department,
Collage of Science for Women,
University of Baghdad,
Baghdad, Iraq.
Email: rawak2070@gmail.com, farah_physicalaf70@yahoo.com

This is an Open Access Journal /article distributed under the terms of the Creative Commons Attribution License (CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. All rights reserved.

Abstract

The characteristics of transmitting type twisted nematic liquid crystal based Spatial Light Modulators (SLMs) optical switch have been studied. Electro-optical properties of SLM represented by frequency response, rise time, fall time, and response time have been measured in this work using three different laser wavelengths; red ($\lambda=632.8$nm), green ($\lambda=532$ nm), and violet ($\lambda=405$ nm). The results of investigations in the electro-optical properties of SLM make it acts as optical switch and possible major applications in electro-optic system. The optical switch for red laser showed faster rise time and faster response time than lasers at (532,405) nm due to the unique properties of the SLM.

Keywords: SLM; Nematic Liquid Crystal, electro-optical properties, optical switch.

Introduction

Spatial Light Modulator (SLM) systems are based on liquid crystal (LC) micro displays which can be modulate light spatially in amplitude and phase, so they act as a dynamic optical element [1]. The optical function or information to be displayed can be taken directly from the optic design or an image source and can be transferred by a computer interface. Implementation is very easy due to the smart system architecture and by an easy addressing using (Video Graphics Array) VGA or (digital video interface) DVI signals directly from a computer graphics card. SLMs are made in five distinct technologies: liquid crystal devices, deformable mirror devices, electro-optics, acousto-optic and
magneto-optic devices [2]. Each type of device suits different types of applications; Liquid crystal spatial light modulators are available as reflective or transmissive [3]. Electrically or optically addressed [4], phase and or amplitude modulators. SLM is an important and useful device which can impose spatially varying modulation on light waves [5]. SLM has attracted increasing interest in various applications, such as diffractive optics [6], adaptive optics [7,8,9], optical tweezers [10], optical information processing and holographic projection [11,12,13], due to the high degree of flexibility, fast switching time, and good reconfigurable and reproducibility [14, 15]. In this work, electro-optical properties of SLM optical switch were measured utilizing lasers at (632.8, 532, 405) nm wavelengths.

MATERIALS AND METHODS

The electro-optical properties of SLM, which has an array of 90° nematic LC, Holoeyle LC2002 SLM from Sony has been measured. This type contains a Sony SVGA (800*600) LC micro display and driver electronics, the wavelength range of this SLM is (400-650) nm and LCD thickness is 20µm. The experiment was carried out at room temperature using the block diagram of the experiment setup is shown in fig (1). Three different lasers were used to study the optical properties of SLM the first one is He-Ne laser (λ=632.8nm), the second is green semiconductor laser (λ=532 nm) and the third is violet semiconductor laser (λ=405 nm). The SLM was set between two crossed liner polarizers type (Thorlabs) so that the angle between the polarizers is 90°. The photo detector used was from (THORLABS DET10A, Si Based Detector). The Oscilloscope type (ATTEN ADS 110Q2CAL, 100 MHZ) used to display the output signal. The block diagram of SLM optical switch system is shown in fig (1). Fig(2) shows the photograph of the experimental setup.

RESULTS AND DISCUSSION

The Frequency response was calculated from the signal of the SLM optical switch device for the three lasers are shown in Fig.(3,4,5). The rise time, fall time, and the response time calculated from the signal of the response voltage of the SLM optical switch device that gets from the Oscilloscope as shown in Fig. (6,7,8) for the three lasers. Table (1) illustrate the electro-optical properties of SLM optical switch. The relationship between the response time and the wavelengths of the sources is shown in fig (9). It is clear from the figure that the relationship is inversely between the response time of the probe and the wavelength of lasers, means the longer greater the wavelength, the shorter the response time.

CONCLUSION

An investigation of the electro-optical properties of SLM by using three different sources have been carried out in this work, giving an assumption of how the SLM works as optical switch at different wavelengths. We noticed that red laser have the faster response time and rise time as compared to semiconductor lasers at (532, 405) nm because the SLM transmitted light at the red wavelength was the bigger than the green and the violet wavelengths. This means SLM is more active in the red wavelength when it works as optical witch.
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Table 1. Electro-optical properties of SLM optical switch for the three laser sources

<table>
<thead>
<tr>
<th>Laser Wavelength (λ) (nm)</th>
<th>Frequency Response (Hz)</th>
<th>Rise Time (ms)</th>
<th>Fall Time (ms)</th>
<th>Response Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>632.8 nm</td>
<td>140</td>
<td>0.476</td>
<td>27.6</td>
<td>0.714</td>
</tr>
<tr>
<td>532 nm</td>
<td>120</td>
<td>1.5</td>
<td>120</td>
<td>1</td>
</tr>
<tr>
<td>405 nm</td>
<td>160</td>
<td>0.9</td>
<td>40</td>
<td>1.36</td>
</tr>
</tbody>
</table>

Fig.1. Block diagram for measuring the electro-optical properties of the SLM optical switch system.

Fig.2. Experimental setup of SLM optical switch.
Fig. 3. Frequency response of SLM
Fig. 4. Frequency response of SLM
Fig. 5. Frequency response of SLM
Optical switch for red laser.
Optical switch for green laser
Optical switch at violet laser

Fig. 6. Oscilloscopes trace record of the optical switch
signal of SLM optical switch for red laser

Fig. 7. Oscilloscopes trace record of the optical switch
signal of SLM optical switch for green laser

Fig. 8. Oscilloscopes trace record of the optical switch
signal of SLM optical switch for violet laser

Fig. 9. Wavelength dependent Response time in SLM
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ABSTRACT

The main aim of this study was to Because these are no exhaustive researches about the pathological effect of T2-toxin in broiler chicken, so, this current study aimed to demonstrate the effect of T2-toxin in broiler chicken and compare between the mitigative effect of chemical and physical toxin binders (Captex T2) in presence and absence of inactivated Saccharomyces cerevisiae (Thepax) against T2 toxins in broiler chickens. The study included the followings:- The first step was carried out to determine the percentage of F.sporotrichioides in grains of poultry diet by collection 100 feed samples from different location of Baghdad province (AL-Taji, AL-Rashydia, AL-Madain and Abu-Ghraib) during November 2017 to April 2018. These samples were divided into two parts, the first part for isolation and identification of F.sporotrichioides and the second part for detection of T2-toxin by ELISA. The result of this study showed 42% of poultry feed samples were contaminated with F.sporotrichioides and the AL-Madain showed significant increase in isolation of this fungus (65.3%) during January and February with (77.7%), while AL-Taji had the lowest ratio in all months of study (24%). The mean of T2-toxin was measured by ELISA technique and revealed to significant increasing in AL-Madain during January and February with 194.66+3.52 ppb, while in Abu-Ghraib showed the significant decrease in March and April with 136.34+1.85ppb. The second step of this study included extraction of T2-toxin from F.sporotrichioides and using 100 chicks divided into five groups with 20 chicks in each group. The 1st group was fed on normal feed without mycotoxin (control –ve group). The 2nd group was fed on normal feed but mixed with extracted T2-toxin without any toxin binder added. The 3rd group was fed as the 2nd group and treated with Captex T2+T2-toxin. The 4th group was fed as the 2nd group and treated with Thepax (2gm/kg),and the last group was fed as the 2nd group and treated with Captex T2+Thepax. The results showed that the T2-toxin caused significant decrease (P<0.05) in GSH concentration in the 2nd group while, there are no
significant differences (P<0.05) in the treated groups (G3, G4 and specially G5) when compared with control negative group due to the effect Captex T2 and Thepax and both of them. While T2-toxin caused a significant increased (P<0.05) in MDA and CAT concentration in the 2nd group while, the other groups showed no differences in these parameters when compared with the first group. On the other hand, the present study included detection of T2-toxin efficacy on the final body weight and revealed there was significant differences (P<0.05) between groups, the highest means appeared in the 5th group while, the lowest means showed in the 2nd group. The result of means of final body weight revealed there was significant differences (P<0.05) between groups, the highest means appeared in the 5th group while the lower mean showed in the 2nd group.

**Keywords:** Captex T2, Thepax, *F.sporotrichioides*, T2-toxin, ELISA and oxidative stress enzyme (GSH, MDA and CAT).

**INTRODUCTION**

Contamination of poultry feed caused by fungal of secondary metabolites – mycotoxins is a major snag in poultry production that causes harmful effects on the performance and healthy, and through poultry meat consumpation can cause severity effect to human healthy. The poultry nutrition includes mostly grain as a source of carbohydrates, and potentially toxigenic fungi are the main contaminants of grain (Pleadinet al., 2015). Mycotoxins are secondary of fungal metabolites often found as polluters in agricultural commodities all over the world and possess a high risk for human and animal health, more than 400 different mycotoxins have been isolated and chemically characterized (da Rocha et al., 2014). The major of medically and agriculturally concern are aflatoxins, fumonisins, ochratoxins, trichothecenes, zearalenone (ZEA) and patulin (PAT), deoxynivalenol, T2-toxin, citrinin, patulin, penicillic acid, tenuazonic acid, , cytochalasins, fusarin C, and fusaric acid, are considered the kindes that major contaminate cereal grain, the best of the mycotoxins in these groups are produced by three fungal genera: *Aspergillus*, *Penicillium* and *Fusarium* (Ahmed and Jutta2015). Mycotoxins can result in significant decrease of economically crop production and grain handling, feed manufacturers who incorporate mycotoxin-contaminated grain or feed ingredients in their product may encounter healthy of livestock problems or poor performance of animal, reduction of reproduction, suppression of growth, and finally animal death. (Tim 2016).

Trichothecenes are group of more than 100 fungal metabolites with the similar basic structure, are produced by a number of species of the genus *Fusarium*(McCormick et al., 2011). They are common contaminants of poultry feeds and feedstuffs and can produce very bad effects on poultry healthy and productivity (Murugesan et al., 2015). The molecular mechanisms behind the toxic effects of the major mycotoxins are established and oxidative stress and the generation of free radicals have been shown to be implicated in mycotoxin toxicity (Wang et al., 2016). Indeed, the imbalance between free radicals and the antioxidant defence systems can cause chemical damage to DNA, proteins and lipids synthesis, as observed upon exposure to mycotoxins (Assi, 2017). Like other trichothecenes, T-2 binds and inactivates peptidyltransferase activity resulting in inhibition of protein synthesis and disruption of the mitochondrial morphology, endoplasmic reticulum and other membranes (Adhikari et al., 2017). Studies *in vitro* (Yang et al., 2016; Zhang et al., 2016) and *in vivo* (Chaudhari and Lakshmana, 2010) provided evidence that T-2-induced oxidative stress is associated with an increase in reactive oxygen species (ROS) generation and DNA, protein and lipid peroxidation leading to cell apoptosis. Current methods to decreases mycotoxin contamination in food and feed can be classified into several methods: the first one is Chemical methods such as ammoniation, acid treatments, hydrolysis of alkaline, by peroxidation, and ozonation, but their application in food and feed is limited due to their high costs and negative effects on the quality of raw materials as mentioned by (Park 2016; Aiko, 2016; and Fouler, 2016). Second type is Physical methods include the mechanical removal of more than contaminated fractions from raw materials (by sorting, cleaning, milling, dehulling), or by heat application, or by use of chemical adsorbents...
Eventually the last type Biological methods consist of the biological agents were used and their enzymes, which are able to metabolize, damage or deactivate toxins into stable, less toxic compounds with minor impact on food sensory and quality of nutrition with chemical ones. (Commission Regulation 2015). Because these are no exhaustive researches about the pathological effect of T2-toxin in broiler chicken, so, this current study aimed to demonstrate the effect of T2-toxin in broiler chicken and compare between the mitigative effect of chemical and physical toxin binders (Captex T2) in presence and absence of inactivated Saccharomyces cerevisiae (Thex) against T2 toxins in broiler chickens, through the following parameters:
1. Isolation and identification of Fusarium sporotrichoides from poultry feed.
2. Detection of T2-toxin titer by ELISA technique.
3. Extraction of T2-toxin from Fusarium sporotrichoides.
4. Determination of productive performance by measurement of definitive body weight, intake of feed and feed conversion ratio (FCR).
5. Evaluation of T2 toxin-induced oxidative stress enzymes.

**MATERIALS AND METHODS**

Media used for Isolation and identification of Fungi, Potato-Dextrose Agar (PDA), Solutions and Buffers, Phosphate Buffer Saline (PH = 7.2) according to Hudson and Hay (1980), Normal saline Solution, Phosphate Buffer Saline with 0.01% of Tween-80, Formaldehyde solution 10%, Stains, Lactophenol Cotton Blue.

**Collection of samples**

One hundred poultry feed samples comprising of commercially prepared feed were collected during the period from November 2017 to April 2018. These samples collected from different poultry farms in Baghdad province (Al-Taji, Al-Madain, Al-Rashidia, Abu-Ghab), twenty five of poultry feed samples, were collected from each place at regular intervals spread over the study period. One kg feed were collected from each of the four different places and kept in a polythene bag and stored in refrigerator prior to inoculation onto culture media every week to obtain a good fungal culture and remained poultry feed were used for evaluation and measurement the titer of T2-toxin that was found in these poultry feed samples, by ELISA technique in Veterinary Directorate - Central Veterinary Laboratories and researches Department - Public health and food safety Laboratory these method of collection of samples was shown in diagram (1).

**Isolation of fungi from the surface disinfected grains**

According to the method by (Albaldawy 2007). Fifty grains of sample have been placed in (150 ml) sterilized flask, hen immersed for (one minute) with 2% solution hypochloride solution (NaOCl). Then the samples were washed two times with sterilized distilled for one minute. Then dried by sterilized filter paper. Five complete grains were added via sterilized forceps into a previously prepared plate, containing Potato-Dextrose Agar and incubation of all plates for (7) days at 25 °C with intermittent observation of the fungal growth.

**Diagnosis of Fusarium sporotrichioides**

The present study focused on isolation of F. sporotrichioides that produced T2 toxin according to Leslie & Summerell (2008). The identification of the F. sporotrichioides has been depending on the colour of fungus on the PDA plate, shape, and examination under the microscope for microscopical appearance by taken small part from the fungal growth and mixed with one drop of lacto-phenol cotton blue and covered with cover slip and examined under the microscope by using (40 X ) Lens.
ELISA Kit

Test principles

Veratox for T2 test kit is a competitive direct enzyme-linked immunosorbent assay (CD-ELISA) for the quantitative analysis of T2-toxin in such ware as corn, pellet, barley, oats, rice, rye, soy and wheat. The test kit is prepared for use by control of quality personnel and others familiar with food and feed probably contaminated by T2-toxin.

Extraction of T2 toxin

The extraction of T2 toxin included two parts

F. sporotrichioides culture preparation

Sections colonies that cultured on PDA medium were added to sterile rice substrate (50 g of rice in 50 mL sterile distilled water) and was incubated at (27±1) °C for 5 days, then 3 weeks was incubated at 10±2°C according to Joffe, A. Z. [1986]. Then growth medium was transferred onto a sterile aluminum foil and then was oven-dried (45°C for 24-48 hours). The dry weight was powdered by electronic grinder. Afterward the extract was prepared and used for further analysis.

Extraction preparation of T2-toxin

The grinded powder was mixed well to each 25 grams of the powder was added 100 mL of acetonitrile solution and water in 84:16. Then, for 12 hours was shacked vigorously in >210 rpm. The achieved extract was filtered twice by 9cm No.120 paper and then whatman paper 12.5cm No.1. The fat of the extract was removed by hexane by adding 2:1 ratio of hexane to extract and shacked for 5-10 min. subsequently; the upper phase which included fat was removed. The remained extract was used in rotary evaporator to dry it. Finally the powder was solved in 3mL of acetonitrile and water in 84:16 ratios.

Measurement of the concentration of extracted T2-toxin

The measurement and evaluation of T2-toxin that was extracted from poultry feed samples that measured by ELISA and compared with standard of T2-toxin that obtained from Neogen Kit, after that showed that ratio or value of extracted T2-toxin gave excellent value (infected value) when used this extracted in contaminated diet of poultry.

Experimental study

Experiment management

This study was performed by using (100) broiler chickens, they were placed in the animal house in college of Veterinary Medicine, from the period from 28/4/2018 – 11/6/2018. At room 3 x 4 m, this room was prepared before beginning of the experiment which include the following steps

1. The room was washed, cleaned by detol and disinfection by Activator (BenzalKonium chloride 6%) 1 liter /100 liter of water and after that disinfected all the room, after that closed all windows and door for 3 days to obtain a good condition for Poultry housing Hao, et al [2014].
2. Floor was covered by a litter containing wood mince (7 cm) thick.
3. Supplied the room by a good quality thermometer for determination of temperature.
4. The room was provided by two 60-watt bulbs.

5. Plastic trays feeders for chickens were supplied in this experiment and then replaced by a metal feeder’s 150 cm length in addition to plastic drinkers.

Diet

All birds were fed daily from one day age to the end of this experiment on the basal diet which composed of Proteins, Corn, Soya bean, Mono Calcium- Phosphate, Lime salt, Methonine, Lysine, Vitamins and minerals (Hilbert et al., 2017).

Health Care program

The broiler chicks were treated from first day to 24 days as protocol that shown below in table (1).

Experimental design

Taken one hundred broiler chicks in this current experiment and after that was divided into five groups and each group contain twenty broiler chicks that divided randomly, group one called negative control group while second group was called positive control group and all groups and feeding , type of treated of each group was showed below.

G1: Control negative (-Ve) group Poultry that fed on normal feed.
G2: Control positive (+ve) group poultry fed on contaminted fed by T2 toxin.
G3: Poultry fed on contaminated feed with T2 toxin + Captex T2.
G4: Poultry fed on contaminated feed with T2toxin + Thepax powder.
G5: fed on contaminated feed with T2 toxin + Thepax powder + Captex T2.

The studied parameters

Evaluation of Productive performance

Final body weight

The chickens were weighted in the began of this experiment and in the end of the experiment inorder to obtain final body weight gain and after that was obtained average of final body weight gain according to the following equation:

\[
\text{Final Weight gain} = \text{Body weight at the end of the experiment} - \text{Body weight at the beginning of the experiment}
\]


Feed Conversion Ratio (FCR)

Measuring nourish transformation of every group over the period of experiment was completed according the mathematical statement underneath Parks (2012).

\[
\text{Feed conversion ratio} = \frac{\text{average of final feed intake (gm)}}{\text{average of final body weight gain (gm)}}
\]
Haematological parameters

Samples were collected at 14th, 21th and 28th days, from wing vein under a sterile conditions inorder to avoid any contamination that may be happened while collection of blood from broiler, after that put blood in sterile gel tube to obtain serum for measurement of oxidative stress (GSH, MDA and catalase). According to ISLAM (2017).Oxidative stress Measurements (GSH, MDA and CAT).

RESULTS

The result of isolation of *F.sporotrichioides* in poultry feed by the surface disinfected grain with 2 % sodium hypochloride solution (NaOCl) showed the most predominant fungus was *F. sporotrichioides* depending on macroscopically,*F. sporotrichioides*was isolated by subculture potato dextrose agar (PDA) and incubation at 25 C for 7 days, the colonies were appeared as profuse mycelia and grow densely and rapidly. The number of Poultry feed samples that was given *F. sporotrichioides* is 42 from 100 samples of Poultry diet. The number and ratio of feed samples that contaminated by this fungus was showed the highest level in ratio and number of *F.sporotrichioides* in Al-median, that was showed a significant increase in *F.sporotrichioides* that isolated and identification in Novmber and December, when collected nine samples during these two months were showed seven positive samples from nine samples so that the highest ratio in this region was showed (77.7%), while during January and February was showed six positive samples from nine samples inorder to the ratio was showed (66.6%), but during March and April were showed four samples positive from eight samples of poultry feed and the ratio was 50%, while in Al-Taji during all months were showed the lowest ratio specially during Junurary, February, March and April. In Al-Rashydia during all months of this current study was showed the ratio and samples that was showed positive result for this fungus was 50% and all gave four positive poultry feed samples from eight samples.

The result of T2-toxin titer during Novmber and December in Al_median was (176.66 ppb) which the higher value in these months but the lower value in Novmber and December were showed in Abu-Ghraib as (145 ppb), while in Al-Rashydia and Al-Tajee the titer of T2-toxin was (154.67 ppb and 168.67 ppb) respectively. During January and February months T2-toxin was recoded highest level of titer specially in Al-median that express (194.66 ppb) and other places showed abnormal values of T2-toxin titer, therefore during these months T2 was very active, the values of T2 titer in Abu-Ghraib, Al-Rashydia and Al-Tajee (158, 173 and 154 ppb) respectively in Poultry farms of Baghdad province, While the titer of T2 toxin in March and April were showed the lowest titer of this mycotoxin in Abu-Ghraib as (136.34 ppb) but the high value in these months were recorded in Al-Medain (155 ppb), in Al-Rashydia and Al-Tajee (151 and 142.66 ppb) respectively.

The results of means of the GSH at 14 days of poultry age was showed non significantdiferences (P< 0.05) between groups of this experiment, while the means of GSH at 21 days of poultry age was showed a significant differences (P<0.05) specially when compared control negative group (that fed on normal feed) and group of experiment. On the other hands the means of GSH at 28 days of broiler feed also showed significant differences (P<0.05) and the level of titer was showed according to the groups of this experiment ( 4.10, 1.8, 3.13, 3.66 and 4.10 Micromole/L), but when compared each group alone according to 14,21,28 days of poultry age the result of means in first group (-Ve) that broiler fed on normal feed was showed no significant differences (P<0.05), but the result of means in second group according to the days of collected blood samples from broiler also showed significant differences (P<0.05) in (+Ve group that poultry fed in this group on contaminated feed by T2-toxin) as values (3.60, 2.53 and 1.80 Mm/L) respectively in 14,21,28 days. In group third (poultry fed on contaminated feed by T2-toxin + Captex t2 as toxin binder) the result of means of GSH in 14,21,28 days of poultry age was showed no significant differences (P>0.05) and other two groups had also no significant differences between days of GSH that measurement during this current study. The result of means of MDA concentration (Mm/L) in all groups of experiment in 14 days were showed no significant differences (P> 0.05), as values ( 1.33, 1.35, 1.73, 1.93 and 1.60 micromole/L) respectively accroding to the
groups of broiler groups while the result of means of MDA in all groups of poultry experiment during 21 days of boiler age were showed significant differences (P<0.05), as values (1.93, 3.63, 3.10, 3.30, 1.53 micromole/L) respectively according to the groups of this experiment. The result of means of MDA enzyme that measurement from serum of broiler chicks in 28 days were showed significant differences (P< 0.05) as values were cleared (1.66, 3.93, 2.16, 1.86 and 1.46 (Mm/L) respectively, according to groups of experiment (G1, G2, G3, G4 and G5).

And 28 days of Poultry age

The result of means of Catalase enzymes 14 days of broiler age revealed that there was no significant differences (P>0.05). On day 21 there was a significant differences (P<0.05) in means of Catalase enzyme were reported between the groups (10.53,21.66, 12.86, 11.26 and 10.66 U/ml) according to the groups of this experiment while the result of means of Catalase in 28 days were showed significant differences (P< 0.05) and the titer of Catalase in 28 days in group 1 (poultry fed on normal feed) gave the mean of Catalase concentration (14.83 U/ml), in group 4 (poultry that fed on contaminated feed with T2-toxin + Captex T2) gave the mean of Catalase concentration (10.83 U/ml) but the mean in group 5 (poultry that fed on contaminated feed by T2-toxin + Thepax powder) eventually in group 5 (poultry that fed on contaminated feed by T2-toxin + Captex T2 + Thepax powder) the result of means of Catalase (10.20 U/ml).

The result of means of final body weight of chicks revealed that there was significant differences (P<0.05) between groups of this current experiment. The mean of final body weight of group 1 (-ve that fed on normal feed) was (1,400 g.), and the mean of final body weight of group 2 (+ve that broiler chicks fed on contaminated feed with T2 toxin) was (1,200 g.), where as the mean of final body weight in group 3 (fed on contaminated feed by T2 + Captex T2 as toxin binder), group 4 (fed contaminated feed by T2 + Thepax ) and group 5 (that fed broiler chicks on contaminated feed by T2 + Captex + Thepax on the same poultry diet), 1,550 g., 1750g. And 1950g. Respectively according to the groups of this experiment. The FCR in all groups of the experiment was showed significant differences (P<0.05), in group 1 the FCR was (1.845), in group 2 (2.164), where as in group 3 (1.661), in group 4 (1.46) and while in group 5 was (1.312), therefor there was significant differences between groups of the experiment, the excellent result of FCR and final body weight that recoded when used Thepax with captex T2 together in chicks feed contaminated by T2-toxin. The feed intake in all groups of this experiment as same as (50 Kg) for each group of chicks and each chick that intake (2.5 g.) of poultry diet.

CONCLUSION

From the present study, we can include the followings

1. The poultry feed exhibated contamination with Fusarium sporotrichioides with 42%.
2. During cold climate condition pressed influence the growth of F.sporotrichioides in the poultry feed which provide an ideal condition for the isolation of T2-toxin when compared with other climate condition.
3. AL-Madain showed the highest ratio of isolation F.sporotrichioides (65.3%), while AL-Taji showed the lowest ratio (24%) of F.sporotrichioides isolation.
4. Also, the mean of T2-toxin in poultry feed appeared in AL-Madain in January and February with (194.66 _+ 3.52), while the lower mean of T2 showed in Abu-Ghraib at March and April with (136.34_+1.85).
5. T2-toxin caused a significant decreased (P<0.05) in GSH concentration in the infected group, while there are no significant difference in the treated groups (G3,G4 and G5), when compared with control group due to the effect of Captex T2 and / or Thepax. Where as T2-toxin caused a significant increased (P>0.05) in MDA and CAT concentration in the infected group, but other groups showed no difference in these parameters when compare with control group.
6. The result of means of final body weight revealed there was significant differences (P<0.05) between groups, the highest means appeared in the 5th group while the lower mean showed in the 2nd group.

DISSCUSSION

The results of the present study showed that the isolation of this fungus from the poultry feed samples that was given 42 positive samples from 100 samples so the percentage of F. sporotrichioides was 42%, this fungus gave the highest level during cold climate season specially in January and February the finding of this work were in consistent with (Richard et al., 2007). Food safety is an imperative in food production worldwide. Poultry meat, eggs, and poultry products derived from them are crucial in safe food chain. As far as safety is concerned, special attention is directed towards possible contamination of food and poultry feed with fungi and to the risk of mycotoxin contamination (Radmil et al., 2009). Previous studies confirmed the present results by reported that this fungus invade the poultry feed collected from broiler farms in Baghdad province was Fusarium specially F.sporotrichioides (Shareef, 2010), while Al-Anni, (2008) isolated Fusarium from diets of poultry fields of Agriculture College, Baghdad University. Other study in Pakistan revealed that contamination of poultry feed by Fusarium species and the most predominant fungus was F.sporotrichioides and other species of Fusarium that gave T2-mycotoxin.

Another study (Vesna et al., 2011) they determine the Fusarium species these fungi incidence in Poultry feeds during a two years period (2007 and 2008) in Belgrade-Zemun, Republic of Serbia they found Fusarium (56.09 and 63.40%). Feeds are excellent media for the growth this very dangerous fungus and so, very high standard of hygiene is necessary to avoid feed contamination by this fungus. One of the best ways to control feed contamination and mycotoxin problem is to investigate of these genera of fungi in poultry diets (Stefi et al., 2016). The most commonly used agricultural product for the production of poultry feed includes maize, grains, groud nut, soya, sorghum, wheat, barley etc., these agricultural products are exposed to various toxicogenic fungi both at harvest and storage (Sivakumaret al., 2014). The fungal growth reduced nutritional value and could result in the production of mycotoxins (Frisvat et al., 2006) and allergenic spores (Adhkari et al., 2004) that constitute a risk factor for human and animal health. Fungi are the major contaminants of food and cause rapid quality deterioration (Boyse net al., 2012). The previous study confirmed that the poultry feed were infected with Fusarium fungi occur due to the bad environmental condition during the storage may play an important role in the growth of these fungi and these results were in accordance to the finding of the literature (Magan and Aldred, 2007) which reported that climate represents the key agro-ecosystem driving force of fungal colonization and mycotoxin production. The most important parameters in the fungal growth and mycotoxin production are moisture and temperature. Storage temperatures between 25 C and 30 C and a relative humidity of 97% favour the growth of fungi and production of toxins during storage and about 25% of the world storages of cereals are affected by moulds every year (Freitas-Silva et al., 2011). As well the insect activities on grains which cause physical damage (Al-Anni, 2008).

The result of T2-toxin titer that was measurement by ELISA was showed highest titer of this toxin in January and February while during November and December the titer of T2-toxin was showed moderate to high, but in March and April the titer of T2-toxin decline gradually according to climate condition, recorded by ( Tangendjaja, et al. 2016) we found that the frequency ratio of T2-toxin titer according to climate condition. The LD 50 value of T2 toxin has been determined in some different experiments and has been estimated to 4.97 – 5.25 mg/kg b.w. in 1-day-old chicks and 2.55 mg/kg b.w. in 7-day-old chicks. The acute toxic effects developed 4-10 hours after dosing and are described as inappetence, (Pettersson, 1991). In the current study, high ratio of samples contained T2-toxin, which is still lower than that reported in Argentina (74.47%) of pellet and milled feed used for poultry production (Greco et al., 2014). The toxicogenic fungal contamination that was given T2-toxin these raw materials occurs during the pre-harvest and/or the post-harvest periods, and the finished feeds are exposed during production, processing, transportation, and storage (Greco et al., 2014). It has been observed that molds and mycotoxins presence vary depending on the geographical location and the year (del Pilar Monge et al., 2012). Temperature and humidity play
important roles not only in the development of fungi but also in mycotoxins production (Greco et al., 2014). T-2 is one of the most common and toxic trichothecene mycotoxins, it is an agriculture food contaminant and has been purportedly deployed in chemical warfare (Marin et al., 2013). T-2 toxin has been the most extensively studied trichothecene in poultry. The three trichothecenes, crocicin, diacetoxyscirpenol and T-2 toxin, cause oral necrosis and affect body weight gain in growing chicks. At a dietary inclusion rate of 5 µg/g of T-2 toxin a body weight reduction of 24% resulted, The level and incidence of mycotoxin contamination increases after feed is manufactured. Therefore, it is important to keep the time from the manufacture of feed to when it is consumed by the birds to as short as possible. Managemental practices like withdrawal of mycotoxin contaminated feed food ingredients or change of feed at the farm could provide partial protection to poultry from the toxicity as well as mycotoxin residues (Patilet et al., 2014). ELISA methods are relatively easy and rapid technologies for mycotoxin detection in contaminated feed food (Asraniet et al., 2014).

There was non significant decrease or increase of GSH in 14 days of poultry age, while the means of GSH in 21 and 28 days of poultry age was showed a significant decrease in second group of this experiment when broiler chickens fed on contaminated feed by T2-toxin when compared with control group and other groups of experiment. The decrease in GSH when poultry fed contain high percentage of T2-toxin in diet of broiler these result agree with (Leal et al., 1999) who found a significant decrease in GSH of chickens as result of poultry fed contaminated diet by T2-toxin. From other hand, T2-toxin interferes with all the metabolic processes in the body weight and inhibits protein synthesis. The present data agree with (Rezar et al., 2007). A delicate balance between antioxidants and prooxidants in cells is an important determinant of various physiological processes and maintenance of this balance is the main aim of so called an integrated antioxidant system built in the animal body. This system was developed during evolution to provide an antioxidant defence and give a chance for animals to survive in oxygenated atmosphere. The increase in MDA enzyme in group two of this experiment as result of broiler feed on infected diet by T2 toxin in 21 and 28 days of poultry age these result agree with (Leal et al., 1999) we found that increase in MDA concentration was induced as well as marked increase in oxidative stress enzyme. (Rezar et al., 2007) they found, that lipid peroxidation as detected by the amount of malondialdehyde increased in poultry but the changes varied by species of birds. The increase in Catalase enzyme in group two of this experiment as result of broiler feed on infected diet by T2 toxin in 21 and 28 days of poultry age as a result of poultry feed on contaminated feed by T2-toxin and these result agree with (He et al., 2012) they found that exposure to T-2 toxin induced an increase in CAT. (Yang et al., 2016) these found significant increase CAT activities in broiler as result of T2-toxin.

The result of means of final body weight that was showed a significant decrease in second group (that fed on contaminated feed by T2-toxin) and the feed conversion ratio was increasing in this group when compared with negative control group and other groups of this experiment, while when use Captex T2 in group 3 (that fed on infected diet by T2-toxin + Captex T2 as toxin binder) was given good final body weight and feed conversion ratio, but in group 4 (broiler fed on infected diet by T2-toxin + Thepax) was given better final body weight and feed conversion ratio when compared with group 2 and 3, while when used Captex T2 and Thepax in group 5 (that poultry in this group fed on contaminated feed by T2-toxin + Captex T2 + Thepax) was showed best final body weight and feed conversion ratio as compared with other groups of this experiment which agree with (Owens and McCracken, 2007) they found that feeding inactivated yeast (Thepax) and toxin binder (Captex T2) to broiler chicks improves body weight gain, feed conversion ratio (FCR) and survival rate. (Fazli et al., 2008) they took about yeast (Thepax) acts as a prebiotic in feed poultry. Yeast is also an excellent source of selenium and chromium; two trace minerals which may have positive effects of broiler health (Celik et al., 2001). It also acts as an antioxidant and its addition in broiler diet improves quality of broiler meat (Zhang et al., 2005). Captex T2 contains a selected source of modified hydrated sodium calcium aluminosilicates; Captex T2 contains organic acid such as Propionic acid in order to control the residual presence of moulds (PERIC et al, 2015).
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Table 1. Health care program

<table>
<thead>
<tr>
<th>Age</th>
<th>Health care and Vaccination</th>
</tr>
</thead>
<tbody>
<tr>
<td>One day</td>
<td>Water contain sugar 50 gm L, Newcastle vaccine (CEVAC) vitapest L by dropping in eyes and nose</td>
</tr>
<tr>
<td>2</td>
<td>Vitamin C 0.5 gm L</td>
</tr>
<tr>
<td>7</td>
<td>Infectious Bursal disease vaccine (CEVAC) by drinking water</td>
</tr>
<tr>
<td>8</td>
<td>Vitamin C 0.5 gm L</td>
</tr>
<tr>
<td>14</td>
<td>Infectious Bursal disease vaccine (Kindi Company) by drinking water</td>
</tr>
<tr>
<td>15</td>
<td>Vitamin C 0.5 gm L</td>
</tr>
<tr>
<td>23</td>
<td>Infectious Bursal disease vaccine (Kindi Company) by D.W</td>
</tr>
<tr>
<td>24</td>
<td>Vitamin C 0.5 gm L</td>
</tr>
</tbody>
</table>

Table 2. The number and ratio of Poultry feed samples that gave *F. sporotrichioides*

<table>
<thead>
<tr>
<th>Type of fungus</th>
<th>Number of isolates</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>F. sporotrichioides</em></td>
<td>42</td>
<td>42%</td>
</tr>
</tbody>
</table>

Table 3. Show the number and ratio of Poultry feed samples that contaminated with *F. sporotrichioides* according to months

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AL-Median</td>
<td>7.9 (77.7%)</td>
<td>6.9 (66.6%)</td>
<td>4.8 (50%)</td>
<td></td>
</tr>
<tr>
<td>Abu-Ghraib</td>
<td>2.9 (22.2%)</td>
<td>4.9 (44.4%)</td>
<td>1.8 (12.5%)</td>
<td></td>
</tr>
<tr>
<td>AL-Rashydia</td>
<td>4.8 (50%)</td>
<td>4.8 (50%)</td>
<td>4.8 (50%)</td>
<td></td>
</tr>
<tr>
<td>AL-Taji</td>
<td>2.8 (25%)</td>
<td>3.8 (37.5%)</td>
<td>1.8 (12.5%)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Measure of T2-toxin by ELISA technique (type of samples poultry feed).

<table>
<thead>
<tr>
<th>Name of Place</th>
<th>Mean of T2 toxin titer according to months</th>
<th>Mean of T2-toxin titer during November and December (ppb)</th>
<th>Mean of T2-toxin titer in January and February (ppb)</th>
<th>Mean of T2-toxin titer in March and April (ppb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AL_Median</td>
<td>176.66±1.76 Ba</td>
<td>194.66±3.52 Aa</td>
<td>155.00±7.63 Ca</td>
<td></td>
</tr>
<tr>
<td>Abu-Ghraib</td>
<td>145.00±7.63 ABc</td>
<td>A158.00±11.54bc</td>
<td>136.34±1.85 Bb</td>
<td></td>
</tr>
<tr>
<td>AL_Rashydia</td>
<td>154.67±5.69 Bbc</td>
<td>A173.00±4.72b</td>
<td>151.00±2.64 Bab</td>
<td></td>
</tr>
<tr>
<td>AL_Tajee</td>
<td>168.67±3.17 Aab</td>
<td>AB154.00±4.00c</td>
<td>142.66±2.90 Bab</td>
<td></td>
</tr>
<tr>
<td>LSD</td>
<td>16.105</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Means with a different small letter in the same column significantly different (P<0.05)
Means with a different capital letter in the same row significantly different (P<0.05)
Table (4 – 4). Means of GSH concentration (Mm/L) in all groups at 14, 21 and 28 days of experiment

<table>
<thead>
<tr>
<th>Groups</th>
<th>Time</th>
<th>14 days</th>
<th>21 days</th>
<th>28 days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1 (G1) – Ve Feed on normal feed</td>
<td>3.73±0.17 Aa</td>
<td>4.26±0.17 Aa</td>
<td>4.10±0.40 Aa</td>
<td></td>
</tr>
<tr>
<td>Group 2 (G2) + Ve Feed on contaminated feed with T2 toxin</td>
<td>3.60±0.20 Aa</td>
<td>2.53±0.17 AaB</td>
<td>1.80±0.34 AaB</td>
<td></td>
</tr>
<tr>
<td>Group 3 (G3) feed on contaminated feed with T2 toxin + Captex T2</td>
<td>3.40±0.30 Aa</td>
<td>3.10±0.15 AaB</td>
<td>3.13±0.08 AaB</td>
<td></td>
</tr>
<tr>
<td>Group 4 (G4) feed on contaminated feed with T2 toxin + Thepax powder</td>
<td>3.13±0.14 Aa</td>
<td>3.30±0.16 AaB</td>
<td>3.66±0.32 AaB</td>
<td></td>
</tr>
<tr>
<td>Group 5 (G5) feed on contaminated feed with T2 toxin + Thepax powder + Captex T2</td>
<td>3.53±0.13 Aa</td>
<td>3.80±0.52 AaB</td>
<td>4.10±0.36 AaB</td>
<td></td>
</tr>
<tr>
<td>LSD</td>
<td></td>
<td>0.7919</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Means with a different small letter in the same column significantly different (P<0.05)
Means with a different capital letter in the same row significantly different (P<0.05)

Table (4 – 5): Mean of MDA concentration in all groups at 14, 21 and 28 days of experiment

<table>
<thead>
<tr>
<th>Groups</th>
<th>Time</th>
<th>14 day</th>
<th>21 day</th>
<th>28 day</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1 (G1) – Ve Feed on normal feed</td>
<td>1.33±0.13 Aa</td>
<td>1.93±0.29 AaB</td>
<td>1.66±0.08 AaB</td>
<td></td>
</tr>
<tr>
<td>Group 2 (G2) + Ve Feed on contaminated feed with T2 toxin</td>
<td>1.35±0.06 Ba</td>
<td>3.63±0.44 AaB</td>
<td>3.93±0.81 AaB</td>
<td></td>
</tr>
<tr>
<td>Group 3 (G3) feed on contaminated feed with T2 toxin + Captex T2</td>
<td>1.73±0.08 Ba</td>
<td>3.10±0.15 AaB</td>
<td>2.16±0.23 Bb</td>
<td></td>
</tr>
<tr>
<td>Group 4 (G4) feed on contaminated feed with T2 toxin + Thepax powder</td>
<td>1.93±0.14 Ba</td>
<td>3.30±0.17 AaB</td>
<td>1.86±0.12 Bb</td>
<td></td>
</tr>
<tr>
<td>Group 5 (G5) feed on contaminated feed with T2 toxin + Thepax powder + Captex T2</td>
<td>1.60±0.11 Aa</td>
<td>1.53±0.20 AaB</td>
<td>1.46±0.17 AaB</td>
<td></td>
</tr>
<tr>
<td>LSD</td>
<td></td>
<td>0.8259</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Means with a different small letter in the same column significantly different (P<0.05)
Means with a different capital letter in the same row significantly different (P<0.05)

Table (4 – 6): Mean of catalase enzyme concentration (U/ml) in all groups at 14, 21 and 28 days of experiment.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Time</th>
<th>14 day</th>
<th>21 day</th>
<th>28 day</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1 (G1) – Ve Feed on normal feed</td>
<td>11.66±0.66 Aa</td>
<td>10.53±0.24 AaB</td>
<td>10.83±0.27 AaB</td>
<td></td>
</tr>
<tr>
<td>Group 2 (G2) + Ve Feed on contaminated feed with T2 toxin</td>
<td>10.66±0.88 Ba</td>
<td>21.66±2.33 AaB</td>
<td>19.76±1.48 AaB</td>
<td></td>
</tr>
</tbody>
</table>
Means with a different small letter in the same column significantly different (P<0.05)
Means with a different capital letter in the same row significantly different (P<0.05)
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ABSTRACT
Diagnostics plasma for Rhodamine-B dye have been investigated using Laser-Induced Breakdown Spectroscopy (LIBS). The spectroscopic emission patterns at different laser pulse energies (600, 700, 800 and 900) mJ were recorded. There are many peaks corresponding to atomic and ionic lines for Carbon (C I, C II). It was found that the peaks intensities increase with increasing laser energies. The values of plasma temperature ($T_e$), plasma density ($n_e$), Debye length ($\lambda_D$), plasma frequency ($f_p$) and Debye number ($N_d$) for laser induced plasma were calculated from different laser energies employing lines parameters from the NIST of six selective ionic lines for spectroscopic pattern. The effect of different laser pulse energies on the ($T_e$) and ($n_e$) was examined. It was noticed that ($T_e$) and ($n_e$) increases with increasing of laser energy.

Keywords: LIBS, Rhodamine-B, Diagnostics plasma.

INTRODUCTION
Laser-induced breakdown spectroscopy (LIBS) is one of the simplest technique for experimentally spectroscopic analytical [1]. LIBS also called laser-induced plasma spectroscopy (LIPS) [2]. Indeed, plasma could be generated at the sample surface, which makes it a distinguishable method from other techniques. Where, the sample does not need to be transported into the plasma source because the ablation and excitation processes are carried out by the laser pulse in a single step [3]. Furthermore, LIBS is a promising method in analytical chemistry, since it enables direct analysis of solids, without any chemical preparation [4]. LIBS technique typically consists of PLD system and a wide range spectral and spectrometer with a high sensitivity, fast response rate, time gated detector, which is coupled to a computer that can rapidly process and interpret the obtained data [1]. Nd:YAG laser is the most common laser
The system used in LIBS is due to the easily configured to produce the power levels required for formation of induced plasma [5]. High-energy laser pulse of LIBS employs as the vaporization, atomization, and excitation source to create a high-temperature micro-plasma at the surface of the target. Each element has its unique emission lines as the “fingerprint” of the element [2]. The formation of laser induced plasma on a metal target in an ambient gas depends on different parameters like laser wavelength, laser power density, surface state and nature, gas pressure and nature, and interaction geometry [1]. Many advantages of LIBS are, multi-element detection capability, Rapid or real-time analysis, no sample preparation, It has versatile ability to sample gases, liquids, and solids equally well, can detect a wider range of elements [6], can be applied for analysis in-situ, can be carried out without physical contact with the examined sample [7]. LIBS setup can be very simple. This simplicity allows being portable, the level of expertise needed to operate can be minimized easily with LIBS, the software can be easily designed to allow collected data quickly. However, with the speed of response LIBS does not sacrifice accuracy [8].

Briefly, there are two main steps leading to breakdown. First, there is a generation of a few free electrons which play a role of initial receptors of energy through three body collisions with photons and neutrals. Second, there is avalanche ionization in the focal region caused by collisions, ionization, more electrons, and energy absorption [9]. LIBS have been used in many applications; mainly due to its flexibility [10]. Field portable LIBS systems have been shown to be able to detect hazardous materials including bioaerosols [11]. LIBS has been identified along with Raman spectroscopy as a fundamental, next-generation instrument for characterization of mineralogical and organic material on expeditions on the Martian surface [12]. In laboratory uses range from industrial use (e.g. as metallic alloy composition measurements, steel and glass melt testing, etc. [13], [14] to detection of bacteria and other pathogens, LIBS can be used to discriminate between different strains of the same bacteria [15]. Although, the organic dyes will cause serious environmental and biological problems, even capable to induce irritation to the skin, eyes, Rhodamine B (RhB) is one of the most commonly dyes, widely used industrial purposes, such as printing and dyeing in textile, paper, paints, leathers etc. As a result of decomposition with superior activity, the present promising application for the organic dye is photocatalysts based on semiconductor heterogeneous photocatalysis [16]. When it used as a laser dye Rhodamine B is tunable around 610 nm [17]. The fluorescence yield is temperature dependent [18]. Its luminescence quantum yield is 0.65 in basic ethanol [19].

MATERIALS AND METHODS

Materials

Pure Rhodamine-B (99%) was purchased from MERCK company, appearance red to violet powder, Chemical formula $C_{28}H_{31}ClN_2O_3$ and Molar mass 479.02 g·mol$^{-1}$

Experimental Setup

The set-up consists of three main sections: PLD setup, plasma chamber and Spectrometer as well as the optical fiber were used for studying the plasma diagnostic, a schematic diagram illustrate the experimental setup as shown in Fig. 1. Nd:YAG laser (Huafei Tongda Technology-Diamond-288 pattern EPLS) is used in the present work. Table 3. Shows the main laser technical parameters For the purpose of oxidizing target materials, PLD has been done inside the vacuum chamber at pressure $2.5 \times 10^{-2}$ mbar. Nd: YAG laser beam is focused through Pyrex glass window into the vacuum chamber and impact the surface of the target with angle 45° to the normal of the surface.

Step of Libs Working

The step of LIBS working as follows
Samples preparation was introduced the form of pellets. Pressing by hydraulic press operating (6-8) bar for 15 min, usually 2 gm weigh entails pellet of 20 mm in diameter and approximately 5 mm of thickness.

A small amount of ablating is produced when the sample was exposed to laser radiation and creates a superheated plasma ionizing in the surface of the element. The excited atoms eventually de-excite and give off photons as they decay to their ground states.

The optical fiber used to collect the light produced by the ablated plasma (it was set at an angle of about 45° to the laser beam axis to avoid splashing) and then carried on the entrance slit of the high resolution spectrometer responds to a wavelength between (200 – 900) nm with 3648 pixels.

Then the spectrum was analyzed and compared with National Institute of Standards and Technology (NIST) data base [20] and evaluate the plasma parameters.

RESULTS AND DISCUSSION

Figure 2 shows the spectroscopic patterns for emission from Laser Induced Plasma (LIP) at different pulse energies (600, 700, 800 and 900) mJ compared with atomic and ionic lines for Carbon (C I, C II) for Rhodamine-B [21]. There are many peaks corresponding to C II with some peaks corresponding to C I. It can be noticed that the peaks intensities increase with increasing laser energies as a result of increasing number of photons that excited atoms and then emissions with more photons by return to their stable levels. The values of electron temperature (\(T_e\)) were calculated by Boltzmann Plot using the intensities of six CII lines for spectroscopic pattern samples with different laser energies, employing these lines parameters from the NIST [22] as shown in Figure 3 using the selected ionic lines for Rhodamine-B. The electron temperature (\(T_e\)) was calculated using the relation between \(\ln \left( \frac{f_{j}}{f_{\lambda}} \right) \) versus upper energy level (\(E_{j}\)). The equations of fitting lines were shown in the figures. The values of \(T_e\) equal to the inverse of the slope for the best line fitting. Figure 4 illustrates the 656.28 nm CII peak profile for Rhodamine-B using different laser energies. The full width at half maximum (\(\Delta l\)) were found by using Gaussian fitting, which used to calculate electron density at different laser energy using Stark Effect depending on the standard values of broadening for this line (\(\omega_{\text{me}} = 1.11\) Å for C II peak \(\lambda = 657.805\) nm) [23]. It can be seen that the full width increase with increasing laser energy, indicates on increasing plasma density Table 2 shows the calculated values of plasma temperature (\(T_p\)), plasma density (\(n_e\)), Debye length (\(\lambda_{\text{D}}\)), plasma frequency (\(f_{\text{p}}\)) and Debye number (\(N_{\text{D}}\)) for laser induced plasma from Rhodamine-B targets using different laser energies. The variation of electron temperature (\(T_e\)) and electron density (\(n_e\)) with laser energy for the four samples were illustrated in figure 5. These figure showed that \(T_e\) increases with increasing laser energy as a result of increasing energy transferred to electrons from photons. This increment cause to increase the \(n_e\) due to increasing the probability of ionization collisions, which depend mainly on electron temperature [24]. At high laser energy \(n_e\) being near stable as a result of reducing the ionization cross section.
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Table 1. Main Laser technical parameters

<table>
<thead>
<tr>
<th>Laser model</th>
<th>Q-switched Nd: YAG Laser first Harmonic oscillator (FH O)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser wavelength</td>
<td>(1064) nm</td>
</tr>
<tr>
<td>Pulse energy</td>
<td>(10-2000) mJ</td>
</tr>
<tr>
<td>Repetition Frequency</td>
<td>(1-10) Hz</td>
</tr>
<tr>
<td>Laser pulse duration</td>
<td>9 ns.</td>
</tr>
<tr>
<td>Cooling method</td>
<td>inner circulation water cooling</td>
</tr>
</tbody>
</table>

Table 2. Plasma parameters from Rhodamine-B targets at different laser energies

<table>
<thead>
<tr>
<th>Laser Energy (mJ)</th>
<th>(T_e) (eV)</th>
<th>FWHM (nm)</th>
<th>(n_e \times 10^{17}) (cm(^{-3}))</th>
<th>(f_p \times 10^{12}) (Hz)</th>
<th>(\lambda_D \times 10^4) (cm)</th>
<th>(N_d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>8.302</td>
<td>0.900</td>
<td>5.797</td>
<td>600</td>
<td>2.812</td>
<td>54</td>
</tr>
<tr>
<td>700</td>
<td>9.008</td>
<td>1.100</td>
<td>7.086</td>
<td>700</td>
<td>2.649</td>
<td>55</td>
</tr>
<tr>
<td>800</td>
<td>9.548</td>
<td>1.200</td>
<td>7.730</td>
<td>800</td>
<td>2.611</td>
<td>58</td>
</tr>
<tr>
<td>900</td>
<td>9.700</td>
<td>1.250</td>
<td>8.052</td>
<td>900</td>
<td>2.579</td>
<td>58</td>
</tr>
</tbody>
</table>
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Figure 1. Schematic of the experimental setup

Figure 2. Plasma emission patterns produced by LIP from Rhodamine-B target with different laser energies

Figure 3. Boltzmann plot for CII peaks using Rhodamine-B target at different laser energies.

Figure 4. Gaussian fitting for 657.8 nm C II peak emitted from Rhodamine-B targets at different laser Energies

Figure 5. variation of electron density and plasma temperature with laser energy for Rhodamine-B sample
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ABSTRACT
Conducting polythiophene (PTh)/multi-wall carbon nanotubes (MWCNTs) composites were synthesized by chemical oxidative polymerization method, using NaClO4 as oxidant. The physical characterizations of the synthesized PTh nanoparticles were studied by Fourier transform infrared Spectroscopic (FTIR), and scanning electron microscopy (SEM). The resulting cable like morphology of the composite (MWCNTs – PTh) structures was characterized with elemental analysis; scanning electron microscopy (SEM) analysis revealed that the SWNT–PTh composites were core (MWCNTs) and shell (PTh) hybrid structures. Fourier transform infrared Spectroscopic analysis data for the composites were almost identical to those for PTh, supporting the idea that MWCNTs served as templates in the formation of a coaxial nanostructure for the composites, and also showed that the MWCNTs were modified by conducting PTh with an enhancement of various properties.
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INTRODUCTION
Since the first report on the electrochemical synthesis of polythiophene in 1981 polythiophene (PT) and its derivatives have been widely studied because of their good electrical properties and possible applications[1]. Polythiophenes with high conductivity have been prepared in anhydrous aprotic solvents of high dielectric constant and low nucleophility, such as acetonitrile and benzonitrile. The presence of water causes the incorporation of carbonyl groups into the structure of the polymer [2], whereas its beneficial effect in trace amounts has not yet been confirmed. The synthesis conditions and the nature of a dopant anion strongly affect the morphology and properties of the material.
After the discovery of carbon nanotube (CNT) by Iijima’s groups [3], single- and multi-walled carbon nanotube have been of great interest because of their unique structural, electrical and mechanical properties, as well as their potential applications in the fields including material chemistry [4-5], nanoscale devices field emission and scanning probe microscopy [6]. Various polymers were applied to CNT for yielding CNT–polymer hybrid composites, which exhibit better dispersion in polymer matrix and enhance the properties of polymer composites like Young’s modulus, tensile strength, electrical conductivity, solubility and so on. Ajayan et al. [7] Among the conjugated polymers, polythiophene (PTh) is one of the most studied polymers due to its flexibility, ease of doping, and good thermal and electrical stability that exhibit some unique advantages of PTh for the development of various applications [8]. PTh in both undoped and doped states have been studied for various applications, including organic field effect transistor, solar cells, sensors, electro chromic devices, and light emitting diodes. The important factors in these considerations are environmental stability in the presence of oxygen or moistur and easy control of electrical and optical properties [9].

MATERIALS AND METHODS

The employed materials and chemicals and their companies were listed in table (1):

<table>
<thead>
<tr>
<th>Preparation of Polythiophene Pure Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>A solution of the polythiophene were prepared using (2ml) of Thiophene monomer and (0.8 gm) of Sodium perchlorate as a oxidized, in the presence of (50 ml) acetonitrile used as a solvent, Sodium perchlorate was solvent in the acetonitrile thenis added Thiophene monomer then are obtained Without colorsolutionsusing for sample preparation, one sample of this quantity can be obtained at 20 °C and 5 volts with intervals ranging from (5-10) minutesshown in table (2).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Preparation of Polythiophene /fMWCNTs Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>After preparation the polythiophene purewere mixed from fMWCNTs (0.01, 0.03 and 0.07) % with the compound solution then are obtained black colorsolutions, using for sample preparation one sample per concentration can obtained at 20 °C and 5 volts with intervals ranging from (10-15) minutes shown in table (2).</td>
</tr>
</tbody>
</table>

Characterization

The morphology of the bulk samples was observed by scanning electron microscope (Hitachi FE-SEM model Inspect S50), Fourier-transform infrared spectra (FT-IR Shimadzu FTIR-8400S) and UV-visible-NIR Spectrometer (Shimadzu 1800).

RESULTS AND DISCUSSION

FTIR Spectra

The chemically prepared PTh and PTh-MWCNT nanocomposites films with loaded with various ratios of MWCNT deposited on ITO glass substrate were analysed by FT-IR spectroscopy by making pellets with KBr are shown in Fig. the FT-IR spectrum of the PTh/MWCNT sample was shown peaks at 3423, 2928, 1721, 1637,1500, 784, 692 and 600 cm⁻¹ respectively [10] the region from 600-1500 cm⁻¹ is a finger print region for PTh [11] the peaks at 1090-2928 cm⁻¹ are low intensity peaks attributed to aromatic C-H stretching vibrations and C=C characteristic band 1637 cm⁻¹, the C-S bending mode has been identified at approximately 784 cm⁻¹ [10] and C=O characteristic band 1721 cm⁻¹, the band at 3423 cm⁻¹ originated from O-H stretching of water in KBr [11] The PTh-MWCNT composite shows almost the same
position of the peaks in a range of 600-3423 cm⁻¹. The ring stretching and deformation modes are having a minor shift in the peaks because of polaron/π transition interaction between the PTh and SWCNT surface. Results of the FTIR studies clearly indicated the polymerization of the monomer.

Field Emission-Scanning Electron Microscopy (FE-SEM)

FE-SEM observation can provide morphological information of many specimens of PTh/MWCNT using Hitachi FE-SEM model Inspect S50, the magnification in the zoom ranges is (25-20000)X, the acceleration voltage applied to the electron speed can be varied from (1-30) kV The FESEM micrographs of PTh/MWCNTs nanocomposites with various concentrations of SMCNTs suspended in the polymerization electrolyte on ITO substrate and interactive 3D surface of films. The polythiophene-MWCNT nanocomposites were subjected to scanning electronmicroscopy (SEM) to study the morphological features of the nanomaterial; The SEM image of pure PTh shows a granular structure [10] Shown in Fig (a) whereas the polythiophene-MWCNT composite fiber like nanostructure shown in Fig (b) [12-13]. Multiwalled carbon nanotubes (MWCNT) have shown a typical nano fibrous morphology. The fibre like morphology of nanocomposite materials could be attributed to the template effect of the carbon nanotube on the growing chain of polythiophene. [14]

The Optical Energy Gap for PTh and (PTh/MWCNT)

The optical energy gap (Eg) for PTh and (PTh/MWCNT) nanocomposites has been determined. A plot of (α hν)² versus (hν) and its extrapolation of the line plotted to the hν axis gives the energy bandgap show in Fig. respectively show the variation of (α hν)² versus (hν) of composites samples prepared at at 20 ° C. The plot is indicating the direct band gap nature of the polymer. The addition of MWCNT caused to shift the absorption edge to low energy side in the first stage, but continues addition of MWCNT caused shift to high energy side generally, the optical energy gap decreased by the effect of creation of localized states in the band gap which lead to visual decrease of energy gap energy[15]. Sometimes optical energy gap values increase with increasing the weight percentages of MWCNTs. This increasing is due to creation exciton (pair electron hole) between valance and conduction band this lead to increase the optical energy gap.[16]

CONCLUSION

1. FTIR spectrums analysis emphasized that there was changes, in structures, tacticity and geometry of PHT accompanied the change in doping ratio and doping with different additives.
2. Decreasing of temperature increasing optical energy gap for neat PTh and composites samples.
3. Optical energy gap changes according to type of dopant material.
4. The energy gap decrease as CNT added to the host polymer and then return to shift to higher energy for low preparation temperature while the energy gap increased and then return to shift to high energy side for high concentration of CNT at high preparation temperature.

REFERENCES


Table 1. materials and chemicals used in this study

<table>
<thead>
<tr>
<th>Substance</th>
<th>States</th>
<th>Molecular Formula</th>
<th>provider</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thiophene (monomer)</td>
<td>Liquid</td>
<td>C4H4S</td>
<td>Sigma Aldrich</td>
</tr>
<tr>
<td>Acetonitrile</td>
<td>Liquid</td>
<td>CH3CN</td>
<td>Sigma Aldrich</td>
</tr>
<tr>
<td>Sodium perchlorate</td>
<td>Solid</td>
<td>NaClO4</td>
<td>Sigma Aldrich</td>
</tr>
<tr>
<td>fMWCNTs</td>
<td>Solid</td>
<td>C</td>
<td>Nanostructured &amp; Amorphous Materials, Inc, diameter (10-30 ) nm and length of 1-2μm</td>
</tr>
</tbody>
</table>

Table 2. Summary of the preparation processes

<table>
<thead>
<tr>
<th>MWCNTs rate</th>
<th>Temperature (°C)</th>
<th>Tim(minuet)</th>
<th>Voltage (Volt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07</td>
<td>20</td>
<td>13</td>
<td>5</td>
</tr>
<tr>
<td>0.03</td>
<td>20</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>0.01</td>
<td>20</td>
<td>8</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3. Optical properties of PTh and PTh/MWCNT at 20 ° C with different doping ratio (0.01,0.03 and 0.07) wt.%

<table>
<thead>
<tr>
<th>Sample(20 °C)</th>
<th>Eg (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01%CNT</td>
<td>2.6</td>
</tr>
<tr>
<td>0.03%CNT</td>
<td>2.7</td>
</tr>
<tr>
<td>0.07%CNT</td>
<td>1.55</td>
</tr>
<tr>
<td>Pure</td>
<td>1.50</td>
</tr>
</tbody>
</table>
Figure 1. FT-IR spectrum of PTh and PTh/MWCNT at 20 °C with different doping ratio (0.01, 0.03 and 0.07) wt.%

Figure 2. Scanning Electron Microscopy Images of the (a) PTh and (b) PTh/MWCNT

Figure 3. Energy Gap of PTh and PTh/MWCNT at 20°C with different doping ratio (0.01, 0.03 and 0.07) wt. %
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ABSTRACT

The Aim of the study was to compare between Er,Cr:YSGG 2780 nm laser and carbide fissure bur in retrograde cavity preparation regarding the micromorphological variations under scanning electron microscope, temperature changes and duration of retrograde cavity preparation. 3.75 W, 15 Hz, 30% water, 60% air, 31.84 J/cm². Twenty teeth of single canals were obturated and apex resected with carbide cross cut bur with 0° bevel. Retrograde cavity was prepared using carbide fissure bur in ten samples and the remaining were prepared using MZ6 glass tip of 660 µm diameter. Temperature on external root surface and average time for cavity preparation were recorded. Samples were prepared for SEM and examined to evaluate dentinal cracks, roughness, smear layer and opened dentinal tubules. Whenever required, χ² test/Fisher exact and Kruskal–Wallis test were used. The level of significant was set at P ≤ 0.05. There are statistical significant differences between bur group and Er,Cr:YSGG laser group in the terms of dentinal cracks, surface roughness, smear layer removal and opened dentinal tubules, temperature on the external root surface and the duration of cavity preparation. While the difference in the term of quantitative assessment of opened dentinal tubules was very highly statistically significant. Er,Cr:YSGG laser showed higher percentage of dentinal cracks, rougher surface, better smear layer removal and more opened dentinal tubules and longer time for preparation than bur. There was no elevation of temperature on external root surface.

Keywords: retrograde cavity, Er,Cr:YSGG laser, cracks, roughness, dentinal tubules.
INTRODUCTION

Root end surgery is treatment of choice when non-surgical revision is unsuitable due to the nature of the periapical pathosis or if the non-surgical treatment will result in excessive demolition of either the tooth or the restoration. The technique includes root end resection and retrograde cavity preparation \([1]\). It is difficult to reach the goal of ideal retrograde cavity preparation and a good retrograde filling with the classical procedures where bur fail to debride the apical canal and it is likely to result in smear layer while ultrasonic retrograde cavity preparation creates dentinal cracks and/or chipping \([2]\). Several studies evaluated the efficiency of Er,Cr:YSGG 2780 nm laser in the preparation of retrograde cavity and revealed that it didn't result in cracks or chipping \([3-5]\) but resulted in rough surface with opened and wide dentinal tubules \([6]\). Er,Cr:YSGG laser showed better results than both bur and ultrasonic retrotips in retrograde cavity preparation \([2, 7]\). On the other hand, laser should be used with caution so as to avoid excessive and unnecessary dentin removal when used for retrograde cavity preparation \([8]\). The aim of this study was to compare between Er,Cr:YSGG 2780 nm laser and carbide bur in retrograde cavity preparation considering the micromorphological changes (such as cracks, roughness of dentin surface, smear layer and opened dentinal tubules) under scanning electron microscope, temperature and duration of the cavity preparation procedure.

MATERIALS AND METHODS

Sample preparation

Twenty extracted human single rooted teeth of single canal and mature apices had been used in this study after approval of the university of Baghdad on the research proposal (number 17 on 12 July 2017). The teeth were free of calcification, root caries and resorption, developmental anomalies or crack lines. The soft tissue remnants and hard deposits were removed with hand scaler, then the samples were kept hydrated in isolated tubes filled with 0.1% thymol at 4°C until the time it have been used in this study. The teeth were rapped with wet gauze to prevent the dehydration during canals preparation and obturation. Standard access cavities were prepared with carbide round bur under copious amount of water flow. Barbed broach was used to remove the pulpal tissue. K-files #10 moved down into the canal until the file was just visible at the apical foramen and the working length was determined by subtracting 0.5 mm from this length. Root canals were prepared with the conventional technique using hand-operated ProTaper files. The instrumentation sequences began with SX file for coronal flaring until reach a final size at F4 file.

Irrigation of root canal with disposable syringe with a 30-gauge end closed and double sided vent needle. The irrigation protocol as follow: one ml of 5.25% NaOCl before instrumentation and 2 ml of it between instruments changes, root canals received final irradiation with 1 ml of 17% Ethylenediaminetetraacetic acid (EDTA) for one minute. Followed by 3 ml of 5.25% NaOCl then washed with 5 ml of normal saline, with emphasis that the irrigant reached the apical end of the canal. Dryness of root canal with ProTaper paper point F4, followed by obturation with cold lateral condensation technique using Gutta-Percha F4 (DiaDent, Korea) and AH Plus sealer (Dentsply, Maillefer, USA) along with accessory Gutta-Percha. Finally the access cavity was filled with Tetric-N ceram. Teeth were stored in normal saline sodium chloride BP (0.9% w/v) at 37°C in a water bath. All the teeth were stabilized in the water bath with their crowns immersed in water and the temperature on the external apical root surface was stabilized at 37 °C at the starting point of the resection or retrograde cavity preparation process.

The root-end resection was performed at about 3 mm from the roots apical end and at 0° to the long axis of the root with slow speed surgical handpiece 40,000 rpm (NSK ,China) and cross cut carbide bur (ELA, Germany). Twenty teeth were randomly divided into two groups, according to the method of retrograde cavity preparation. For the purpose of standardization, the same rate of water was used in both laser and bur group which was set at 11 ml/min with the aid of Beker and a clock watch. The temperature was recorded during cavity preparation procedure using a
thermocouple which was held to the external root surface at 1mm from the resected root-end and connected to digital thermometer (AMPROBE TMD®-56, Everett, WA, USA). The average time for preparation of retrograde cavity was recorded for each sample.

**Retrograde cavity preparation**

In group 1, the retrograde cavity preparation performed using slow speed angled handpiece (20,000 rpm) along with carbide fissure bur (MEDIN, a.s., Czech Republic) each single bur was used for 5 samples preparation. The water flow was set to be 1ml./min supplied through IV administration set up. While in the group 2, retrograde cavity prepared using Er,Cr:YSGG pulsed laser (Biolase, waterlase, Iplus, CA, USA) delivered through MZ6 glass tip of 660 µm diameter and 6 mm length (calibration factor is 1.00), the parameters used according to manufacturer instructions for class I comfort preparation (average power 3.75 W, frequency 15 Hz, fluence 31.84 J/cm², water level 30% and air level 60%). The MZ6 tip placed about 1.5 mm away from the hard tissue so as to obtain spot size of 1mm diameter and the cavity irrigated with normal saline using irrigation needle of double sided vent 30-gauge at every 1 mm cavity preparation depth to prevent the charring inside the retrograde cavity (figure 1). For the purpose of standardization, the diameter of the cavity is 1 mm in all samples with 3 mm depth and this confirmed with diameter of periodontal probe. At the end of the preparation in both groups, the retrograde cavity irrigated with normal saline to remove the debris and remnants from the cavity. Each single laser tip was used for retrograde cavity preparation of single tooth and then discarded.

**Scanning electron microscope evaluation**

Teeth were sectioned with diamond wafering blade (Ted Pella, USA) under copious amount of normal saline flow. The sectioning was accomplished with two cuts, one of them was horizontal at the cementoenamel junction while the other was longitudinal that separated the root into two equal halves buccal (labial) and palatal (lingual). Samples were dehydrated and fixed following Marchesan et al. protocol [9]. All specimens were examined at x50 by single observer to detect the presence or absence of dentinal cracks. On the middle and at about 1 mm from the incisal edge of the retrograde cavity wall, the area was observed at x400 to evaluate surface roughness by two calibrated examiners in a double-blinded fashion using scoring system described by Duarte et al. at which 0: smooth surface, 1: surface with slight roughness, 2: surface with moderate roughness, 3: surface with severe roughness [10], and observed at x2000 to evaluate smear layer and opened dentinal tubules by three calibrated blind examiners using scoring system described by Hulsmann et al. at which score 1: dentinal tubules completely open, score 2: more than 50% of dentinal tubules open, score 3: less than 50% of dentinal tubules open, score 4: almost all dentinal tubules covered with smear layer [11]. All specimens were observed at 10 kV. To assess the number of opened dentinal tubules, SEM micrograph at x2000 was quantitatively evaluated with the aid of Image J software program (manual method) to count the number of partially and completely opened dentinal tubules. Data obtained from SEM observations were evaluated using Chi square test, Fisher exact test and the Kruskal–Wallis test whenever it was required and the level of significant was set at (P ≤ 0.05).

**RESULTS**

**Dentinal cracks**

Samples were evaluated under SEM at x50 by single observer. Group 1 showed presence of crack in 3 (30%) samples while the rest 7 (70%) revealed no cracks. On the other hand, group 2 showed dentinal cracks in 7 (70%) sample while the rest 3 (3%) showed no cracks. The statistical analysis was performed using χ² test/Fisher’s exact test. The difference between group 1 and 2 was statistically significant at which P value is 0.04 (Table 1 and figure 2).
Roughness

The samples examined under SEM at x400 for analysis of surface roughness by two examiner in a double-blind fashion (Table 2 and figure 3). The analysis of the interexaminer agreement of the scores obtained for the surface roughness by the Kruskal–Wallis test determined significant differences between the groups (P ≤ 0.05). Bur group produced significantly smoother surface than the Laser group (P≤0.05). The analysis of scores obtained for the cut quality by the Kruskal–Wallis test revealed no significant differences inside the groups (Examiner 1 and Examiner 2) (P > 0.05). The comparison between the groups for the surface roughness was performed using the Kruskal–Wallis and Dunn tests. The significant level was established at 5%. Significant statistical differences (p ≤ 0.05) occurred in the comparisons between Bur and Laser groups (Table 3).

Smear layer and open dentinal tubule

The samples examined under SEM at x2000 to evaluate the smear layer and opened dentinal tubules by three well calibrated examiners (figure 4). The statistical analysis was performed using χ² test/Fisher's exact test, a comparison on the level of individual samples between group 1 and 2 showed fluctuation in the term of statistical difference from no significant, significant to highly significant differences. Overall difference between group 1 and 2 was statistically significant at which P is 0.05. To confirm the results obtained by χ² test/Fisher's exact test, another test was carried out which is the Kruskal–Wallis test which also revealed statistically significant difference between group 1 and 2 (P value ≤ 0.05) (table 4 and 5).

Quantitative assessment of opened dentine tubules

The χ² test/Fisher's exact test was used to assess the number of opened dentinal tubule statistically. Statistical difference between group 1 and 2 was very highly significant at which P value is 0.001, as laser resulted in greater number of opened dentinal tubules than bur (Table 6 and figure 5).

Temperature

There was no temperature elevation above 37°C in both groups. The recorded temperature was below 37 °C (below the starting point temperature) during retrograde cavity preparation in both bur and laser groups. The lowest temperature reached during retrograde cavity preparation at the external root surface was considered for each sample in both groups and involved in the statistical analysis. The statistical analysis was performed using χ² test/Fisher's exact test. Group 1 reached lower temperature at the external root surface than group 2. The difference between group 1 and 2 was statistically significant (table 7).

Duration of preparation procedure

The average time consumed in retrograde cavity preparation in both groups was calculated. The difference was statistically significant. Laser took longer time to prepare the retrograde cavity (table 8).

DISCUSSION

Various techniques and devices have been advocated for retrograde cavity preparation .Traditionally, preparation with burs in high-speed handpieces shows lack of parallelism, inaccessible root tip and perforation of the root lingually[12].The success rate is approximately 60% while using ultrasonic retrotips for retrograde cavity preparation results in dentinal cracks and smear layers which can threaten the apical seal [13]. Er:YAG 2940 nm and Er,Cr:YSGG
2780 nm lasers are highly absorbed by water-rich tissues [14]. The hydroxyl group of the (carbonated) hydroxyapatite mineral of the tissues shows a small absorption at around 2800 nm [15]. Therefore, the aim of study was to compare between Er,Cr:YSGG 2780 nm laser and carbide bur in retrograde cavity preparation considering the morphological changes, temperature and the duration of preparation.

Two methods for evaluation of opened dentinal tubules were used in this study to overcome the subjectivity of the evaluation. Both of them revealed that Er,Cr:YSGG laser treated cavity showed larger number of opened dentinal tubules which is coincide with studies conducted by Ishizaki et al. [16] and Yamazaki et al. [17] The cut quality analysis by the Kruskal–Wallis test revealed no significant differences inside both groups which indicate the standardization of cutting was achieved for all samples. On the other hand, laser preparation resulted in rougher surface than bur, this is coincide with a study conducted by Winik et al. who suggested that this roughness can affect the interface between the filling material and retrocavity according to the viscosity of the filling material which results in increase or decrease the seal between them [6]. From another point of view, Er:Cr:YSGG laser ablation results in a micro-retentive surface (irregular intertubular dentin surface) which will lead to enhancement of the mechanical bond between retrograde filling material and dentinal wall [13]. The preparation with laser results in rough surface because of its pulsed cutting mode which impair uniform cutting of dentine [10]. Er:YSGG laser preparation cut the dentin in a way that the temperature of root surface during cavity preparation remains low due to the energized water molecules, which is critical for the surrounding bone [2]. The recorded temperature was low in both groups. The recorded temperature in this study was far below 37°C, which can be related to the limitations of the in vitro study as the blood circulation and surrounding periodontium have an effect on maintaining the steady temperature at the operation site.

Er,Cr:YSGG results in charring more than Er:YAG laser under the same conditions, this is because Er,Cr:YSGG laser has higher heat deposition within the tooth [18]. Tissue charring occurs when the tissue dehydrated and then burned. The end products of this process is carbon which is a high absorber of all wavelengths, thus it becomes a “heat sink” as the lasing continues and the heat conduction will then result in broad collateral thermal trauma [19]. Continuous drilling of 3 mm depth and 1 mm diameter retrograde cavity resulted in charring because the tip was impeded inside small diameter cavity and the water spray didn’t reach the full depth of the cavity during lasing process, to overcome this problem every 1 mm of retrograde cavity preparation followed by normal saline irrigation with irrigation needle 30-gauge, this procedure continued till reach 3 mm depth and this resulted in absence of charring using this new method. The average time consumed in retrograde cavity preparation using laser was longer than bur and this is contradict with the previous studies as laser revealed absence of vibration or pressure exerted during cavity preparation which predispose cracks [3]. The incidence of cracks in this study might be related to the small diameter of retrograde cavity thus insufficient water spray from the handpiece reaching the full depth inside the cavity; on the other side, increasing the diameter to 1.5 mm resulted in defect at the apical end of the cavity in both methods of preparation (bur and laser) due to the thin remained dentin in apical cross section therefore retrograde cavity preparation of 1 mm diameter was the choice for this study. The proper interaction between retrofilling material and retrograde cavity surface depends on both the materials characteristics and the surface conditions of the cavity. Smear layer removal is necessary to provide a proper interface which lead to better adaptation of the material. Er,Cr:YSGG laser is highly absorbed by water, causing microexplosions of the water content of dentin, which results in debris and smear layer removal that will increases the number of opened dentinal tubules and the root dentin permeability [6].

The finding of this study revealed that preparation of retrograde cavity with Er,Cr:YSGG laser associated with more cracks than with carbide fissure bur. This is contradict with the previous studies as laser revealed absence of vibration or pressure exerted during cavity preparation which predispose cracks [3]. The incidence of cracks in this study might be related to the small diameter of retrograde cavity thus insufficient water spray from the handpiece reaching the full depth inside the cavity; on the other side, increasing the diameter to 1.5 mm resulted in defect at the apical end of the cavity in both methods of preparation (bur and laser) due to the thin remained dentin in apical cross section therefore retrograde cavity preparation of 1 mm diameter was the choice for this study. The proper interaction between retrofilling material and retrograde cavity surface depends on both the materials characteristics and the surface conditions of the cavity. Smear layer removal is necessary to provide a proper interface which lead to better adaptation of the material. Er,Cr:YSGG laser is highly absorbed by water, causing microexplosions of the water content of dentin, which results in debris and smear layer removal that will increases the number of opened dentinal tubules and the root dentin permeability [6].

The incidence of cracks in this study was far below 37°C, which can be related to the limitations of the in vitro study as the blood circulation and surrounding periodontium have an effect on maintaining the steady temperature at the operation site.
detected at the evaluation of 10 random samples with direct method and at 10 kV of SEM analysis, therefore we suggested that direct method is suitable and doesn’t produce artifact in this protocol of dehydration and SEM setting. Further studies are required to evaluate different laser parameters to prepare retrograde cavities.

CONCLUSION

Within the limitation of the in vitro study and the conditions of the current research, using Er,Cr:YSGG 2780 nm laser according to the manufacturer instructions for class I comfort preparation to prepare retrograde cavity resulted in several morphological and surface characteristics compared to bur. Advantages of Er,Cr:YSGG 2780 nm laser:

- Better smear layer removal and more opened dentinal tubules than bur.
- Reduction in temperature on the external root surface thus it will prevent damage to the surrounding periodontium and bone during retrograde cavity preparation. Laser resulted in decrease of root surface temperature below the starting point of 37°C by 10.9 ±1.6 °C because of the Er,Cr:YSGG laser cooling system.

Disadvantages of Er,Cr:YSGG 2780 nm laser:

- Higher percentage of dentinal cracks.
- Rough surfaces of the prepared cavity walls (this characteristic can be considered as disadvantage or not, depending on the type of material will be used as a retrograde filling).
- Laser took longer time to prepare retrograde cavity.
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Table 1. X² test/Fisher's exact test of dentinal crack in retrograde cavity.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Dentinal cracks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With cracks (Yes%)</td>
</tr>
<tr>
<td>Bur Samples (10)</td>
<td>3(30%)</td>
</tr>
<tr>
<td>Laser Samples (10)</td>
<td>7(70%)</td>
</tr>
<tr>
<td><strong>P- Value (x² test/Fisher's exact test)</strong></td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table 2. Roughness scores by two observers (scanning electron microscope).

<table>
<thead>
<tr>
<th>Samples</th>
<th>Group 1 (Bur retrograde cavity group)</th>
<th>Group 2 (Laser retrograde cavity group)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Examiner 1</td>
<td>Examiner 2</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3: Descriptive, Kruskal–Wallis and Dunn tests of surface roughness.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bur</td>
<td>1¹</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Laser</td>
<td>2²</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Kruskall–Wallis and Dunn tests</td>
<td>Different letters show significant statistical differences (p≤ 0.05)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Descriptive and $\chi^2$ test/Fisher's exact test of smear layer and dentinal tubule scores using $\chi^2$ test/Fisher's exact test.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Group 1 (Bur retrograde cavity group) Mean±SD</th>
<th>Group 2 (Laser retrograde cavity group) Mean±SD</th>
<th>$P$-Value ($\chi^2$ test/Fisher's exact test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4±0</td>
<td>1.67±0.58</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>3.33±0.6</td>
<td>2.33±0.58</td>
<td>0.05</td>
</tr>
<tr>
<td>3</td>
<td>4±0</td>
<td>4±0</td>
<td>NS</td>
</tr>
<tr>
<td>4</td>
<td>4±0</td>
<td>3.33±0.57</td>
<td>NS</td>
</tr>
<tr>
<td>5</td>
<td>4±0</td>
<td>4±0</td>
<td>NS</td>
</tr>
<tr>
<td>6</td>
<td>4±0</td>
<td>4±0</td>
<td>NS</td>
</tr>
<tr>
<td>7</td>
<td>3±0</td>
<td>2.66±1.3</td>
<td>NS</td>
</tr>
<tr>
<td>8</td>
<td>4±0</td>
<td>2±0</td>
<td>0.01</td>
</tr>
<tr>
<td>9</td>
<td>4±0</td>
<td>1.33±0.57</td>
<td>0.01</td>
</tr>
<tr>
<td>10</td>
<td>2.66±0.5</td>
<td>1±0</td>
<td>NS</td>
</tr>
<tr>
<td>Total</td>
<td>3.7±0.11</td>
<td>2.6±0.45</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 5. Descriptive, Kruskall–Wallis and Dunn tests of smear layer and dentinal tubule scores.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bur</td>
<td>4*b</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Laser</td>
<td>2.5*a</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Kruskall–Wallis and Dunn tests</td>
<td>Different letters show significant statistical differences ($p \leq 0.05$)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Descriptive and $\chi^2$ test/Fisher's exact test of number of opened DTs in retrograde cavity groups.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Number of opened dentinal tubules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bur Samples (10)</td>
<td>57.41 ± 23.5</td>
</tr>
<tr>
<td>Laser Samples (10)</td>
<td>225.3 ± 65.9*</td>
</tr>
<tr>
<td>$P$-Value ($\chi^2$ test/Fisher's exact test)</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Table 7. Descriptive and $\chi^2$ test/Fisher's exact test of temperature measurements of retrograde cavity groups.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bur Samples (10)</td>
<td>22.9 ± 2.9*</td>
</tr>
<tr>
<td>Laser Samples (10)</td>
<td>26.1 ± 1.6</td>
</tr>
<tr>
<td>$P$-Value ($\chi^2$ test/Fisher’s exact test)</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 8. Descriptive and $\chi^2$ test/Fisher's exact test of average time of retrograde cavity preparation.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Average time of preparation (minute)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bur Samples (10)</td>
<td>1.21 ± 0.2*</td>
</tr>
<tr>
<td>Laser Samples (10)</td>
<td>2.5 ± 0.8</td>
</tr>
<tr>
<td>$P$-Value ($\chi^2$ test/Fisher’s exact test)</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Figure 1. (a) Retrograde cavity with charring (b) retrograde cavity without charring.

Figure 2. SEM of retrograde cavities at x50 shows (a) retrograde cavity prepared by carbide fissure bur without dentinal crack. (b) retrograde cavity prepared by laser with MZ6 tip without dentinal crack. (c) retrograde cavity prepared by carbide fissure bur with dentinal crack. (d) retrograde cavity prepared by laser with MZ6 tip with dentinal crack.

Figure 3. SEM of retrograde cavities at x400 shows surface roughness (a) retrograde cavity prepared by carbide fissure bur score 0. (b) retrograde cavity prepared by carbide fissure bur score 1. (c) retrograde cavity prepared by laser with MZ6 tip score 2. (d) retrograde cavity prepared by laser with MZ6 tip score 3.
Figure 4. SEM of retrograde cavities at x2000 shows smear layer and opened dentinal tubules (a) retrograde cavity prepared by laser with MZ6 tip score 1. (b) retrograde cavity prepared by laser with MZ6 tip score 2. (c) retrograde cavity prepared by carbide fissure bur score 3. (d) retrograde cavity prepared by carbide fissure bur score 4.

Figure 5. Counting opened dentinal tubule with Image J software program.
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ABSTRACT

The potential application of Phormidium Sp. for biosorption of textile waste effluent was examined. This study addresses the adaptation of the microalgae Phormidium Sp. based biochar in textile waste effluent and the investigation of the best removal process. Synthetic dyes have an adverse effect on aquatic ecosystem and their toxic substances have to be removed from the effluent before their discharging. Microbial processes for the treatment of textile wastewater have the advantage of being environment friendly, cost effective and producing less sludge. The capacity of microalgae based biochar to carry out dye decolorization has received much attention. Microorganisms are examined as a significant source for decolorizing the textile dye effluent. Recent studies have been focused on the decolorization or degradation of azo-dyes using yeast, fungi, bacteria and algae. Biosorption is simply defined as the removal of substances from solution by biological material. Such substances can be organic, inorganic, gaseous and soluble or insoluble forms. Nevertheless, the more work should be done to confirm the ability of microalgae to be considered as a promising alternative of biological treatment to reduce the pollution load resulted from the textile wastewaters proposed to be drained into the public water bodies.

Keywords: Phormidium Sp, Biochar, Weber-Morris Model, Safranin O, Textile waste effluent
INTRODUCTION

Microalgae are the most organisms that found in every type of environment [1]. Industrial and environmental development has created a serious problem by emitting waste water containing many different kinds of pollutants including heavy metals. The algae have many features that make them ideal for the selective removal and reducing the concentration of heavy metals, which include high bio sorption capacity, high tolerance to heavy metals, ability to grow both autotrophically and heterotrophically. However, large surface area/volume ratios, phototaxy, phytochelatin production and its potential for genetic manipulation [2]. Biosorption using algae is one of the new developed and promising metal removal methods. Since the function groups on the cell wall of algae are found to be responsible for metal uptake, cell wall constituents of different groups of algae are compared. Mechanisms for metal adsorption and absorption are introduced [2, 3]. Biochar is a high carbon content solid carbonized material produced by pyrolysis of biomass under anoxic or aerobic conditions. It can improve soil structure, increase soil fertility, and increase crop yield R&R. Biochar also has a certain adsorption capacity for heavy metals R&R and organic matter R, which can be used for contaminated soil remediation. Versus The daily salvage is up to thousands of tons. Phormidium Sp. cannot be directly eaten by poultry and livestock. The large amount of cyanobacteria recovered cannot be treated in a timely and effective manner. Long-term accumulation leads to rot, odor and decomposition releases a large amount of nutrient salt particles such as nitrogen and phosphorus, hydrogen sulfide gas and microcystins, causing secondary pollution to the environment R. Phormidium Sp. is an excellent biomass material. If it is prepared into biochar, and then used as a activator for the removal of refractory pollutants such as dyes, it can not only provide a new resource for the utilization of Phormidium Sp. At present, there are few reports on related research. Therefore, the author selected cyanobacteria as raw materials to prepare a variety of biochar under different conditions. Based on the characterization of physicochemical properties of Phormidium Sp. Biochar safranin-O was used as a typical organic pollutant to study the preparation conditions for biochar activation. The influence of Safranin-O efficiency, the influencing factors and activation mechanism of the sorption process, and the evaluation of its recycling performance, in order to provide scientific basis and technical support for the application of Phormidium biochar in the activated advanced adsorption technology.

MATERIALS AND METHODS

All reagents used were of analytical purity, water sample was collected from pond in Erbil spread on agar plate contain BG11 medium and incubated at 28°C under continuous illumination (1700Lx) and pH 7.5 [4]. The algal cell purified by sub culturing then the purified algal cell was transfer to liquid BG11 medium to obtain biomass. Isolated and purified microalgal culture was identified according to morphological properties [5]. The basic dye, safranin O (dye content ≥85 %, molecular formula C₂₀H₁₉ClN₄, MW 350.84 and λmax = 520nm) was obtained from Sigma-Aldrich and used without further purification. Double distilled water was used for the preparation of all experimental solutions.

Dry biomass

The biomass collected after incubation in BG11 medium microalgal cell harvested by centrifugation at 5000 rpm for 10min. and the sample dried in oven at 80 °C for 12hr as described [5].

Synthesis of biochar

The dried cyanobacteria are pulverized, impregnated with 7.5mol•L⁻¹ phosphoric acid or sodium hydroxide solution for 8h, then transferred to a muffle furnace, pyrolyzed at set temperature for 2h, cooled and rinsed with double distilled water. The filtrate was neutral, dried, and ground through a 500 μm pore size sieve for use. The preparation
of Phormidium Spbiochar refers to the literature [5, 6], the pyrolysis temperature is 500 °C, and the obtained biochar is named PSpB.

Batch sorption

Biosorption of safranin O onto PSpB, was investigated in a batch mode system. Adsorption studies were conducted at 180rpm using mechanical agitation for 2h, 100 mL of a 20 mg·L⁻¹ safranin O solution was added to the Erlenmeyer flask. Then, PSpB were sequentially added, sealed, and placed in a constant temperature (centrifugation radius of 12 mm) at 25±1 °C [7, 8]. After sampling at the set time, the sample was filtered through a 55mm pore size filter and measured by a UV-visible spectrophotometer (UV/Vis Agilent Technology Cary) at a wavelength of 520 nm to calculate the residual safranin O concentration. The default values for safranin O and PSpB dosing are 5 mmol·L⁻¹ and 0.25g·L⁻¹. In the pH experiment, the initial pH of the safranin O solution was adjusted to a set value using a 0.1 mol·L⁻¹ hydrochloric acid or sodium hydroxide solution [9]. The initial concentration of the safranin O solution was recorded as \( C_o \) (mg·L⁻¹), and the remaining concentration was recorded as \( C \) (mg·L⁻¹), and the removal effect of the dye was represented by \( C/C_o \).

\[
q_e = C_o - C \frac{V}{W} \quad \text{equation (1)}
\]

\[
R = \left( \frac{C_o - C}{C_o} \right) \times 100 \quad \text{equation (2)}
\]

RESULTS AND DISCUSSION

Isolated and purified microalgae strain observed under microscope and culture showed filamentous with thin layer and without akinet and heterocyst, the cells were cylindrical shape and the strain is identified as Phormidium sp. as shown in Fig 1[3,5,9]. Figure1: Cultural and Microscopic observation of Phormidium sp. (a-in liquid medium, b-under microscope) Microalgae being ubiquitous in nature possess a high potential of adaptation to diverse environments [7]. The same characteristics showed by isolated Phormidium from Spanish river [7,8]. Microalgae have been suggested as ideal candidates for waste water treatment system.

Biochar characterization

SEM images of Phormidium Sp. and the biochar produced at 500 °C were shown in Fig2. PSpB exhibited a complex morphology due to the heterogeneous components. The biochar from Phormidium Sp. developed high porosity, presenting longitudinal pores with sizes ranging from micro to macro pores (10-200 µm). The large pores are originated from the vascular bundles of the raw biomass and they are important for improving the removal process as it can provide habitats for symbiotic microorganisms [10,13]. They can also act as release routes of pyrolytic vapors generated in the process [11,12]. [13] Reported that biochar presents good performance as adsorbent for elemental mercury removal from coal combustion, which can be improved using physical or chemical activation processes.

Modeling of Biosorption kinetics

The mechanism of biosorption kinetics and the potential rate controlling steps involved in the process of adsorption has been studied using kinetic models such as pseudo-first order, pseudo-second order and intraparticle diffusion model[15,16]. The linear forms of these models are obtained by equation (3), (5) and (5). The Lagergren pseudo-first-order model illustrated the adsorption kinetic data, which is the earliest known equation describing the adsorption
rate based on the adsorption capacity. The integral form of the pseudo-first-order model is generally expressed as [8,11,23].

\[
\log (q_e - q_t) = \log q_e - \frac{k_1 t}{2.303}
\]

Where \( k_1 \) (L min\(^{-1}\)) and predicted \( q_e \) can be determined from the slope and intercept of the liner plot between \( \log (q_e - q_t) \) and \( t \), respectively [11].

The biosorption kinetic may be described by the pseudo second-order model. The differential equation is generally known and described as [17,20].

\[
\frac{dq_t}{dt} = K_2 (q_e - q_t)^2
\]

Where \( k_2 \) (g mg\(^{-1}\) min\(^{-1}\)) is the second-order rate constant of adsorption. Integrating Eq. (4) for the boundary conditions \( q_t = 0 \) at \( t = 0 \) is simplified and linearized to obtain [17, 21,22];

\[
\frac{t}{q_t} = \frac{1}{k_2 q_e^2} + \frac{1}{q_e} t
\]

The second-order rate constants were used to calculate the initial biosorption rate given by the following equation [20]:

\[
h = K_2 q_e^2
\]

Where \( h \) and \( q_e \) (mg g\(^{-1}\)) are the biosorption capacities at equilibrium and time \( t \), respectively \( k_1 \) (min\(^{-1}\)) and \( k_2 \) (mg. g.min\(^{-1}\)) are pseudo-first and pseudo-second order rate constant [21]. Pseudo-second order model was developed based on the assumption that the rate controlling step is chemisorption involving valance force due to sharing or exchange of electrons between safranin O and PSpB molecules [5], tabulated data are present in table1. Fig. 3 presents the plot of pseudo-first order kinetic for adsorption of safranin O onto PSpB at different initial concentrations. Nevertheless, the higher \( R^2 > 0.99 \) for the pseudo-second order kinetics (Fig.4) indicate the fitness of this model and it was suggested that chemisorption might be a rate controlling step [18,22]. Furthermore, the \( q_e \) values calculated using pseudo-second equation agreed well with the experimental \( q_e \) indicating that the biosorption of safranin O onto PSpB could be well represented using the pseudo-second order kinetic model [19].

**Biosorption mechanism**

**Intraparticle diffusion model**

The biosorption proceeds in several steps involving transport of solute molecules from the aqueous phase to the surface of the solid particles and then interior of the solid. According to Weber and Morris (1963) [17,22], for most adsorption processes the amount of adsorption varies almost proportional with \( t^{1/2} \), which can be expressed as

\[
q_t = K_{sd} t^{1/2}
\]

Where an uptake constant and \( K_{sd} \).
Where $q_t$ is the adsorption capacity at time $t$, $t^{1/2}$ is the half life time in second and $K_{id}$ (mg g$^{-1}$ min$^{-1/2}$) is the rate constant of the intraparticle diffusion model [9,11,24]. The intraparticle diffusion model suggest that the final sorption equilibrium was the intraparticle diffusion initiates to slow down due to quit low concentration of safranin O ions left in the solution.

**Liquid film diffusion model**

In the transport of the adsorbate molecules from the liquid phase to the solid phase, the boundary layer plays an important role in adsorption and the equation of the liquid film diffusion model can be written as

$$\ln(1 - q_t/q_e) = -K_{fd}t$$

(8)

Where $q_t/q_e$ is the fractional attainment of equilibrium, and $K_{fd}$ is the film diffusion rate constant [15,19,24].

**CONCLUSION**

Based on the current work, it is concluded that Phormidium Sp. based biochar is highly efficient sorbent for removal of safranin O from the textile waste effluent. Scanning electron microscopy showed enormous surface area that applicable to generate more sites with different sorbent classes. In turn, the theoretical values of $q_e$ mostly agree with the experimental data, both facts suggest that the pseudo-second order kinetic model ($R^2 = 0.995$) is more likely to predict the kinetic behavior for the whole range of time studied. On the other respect, the microalgae based biochar can be an alternative to assist in the textile culture effluent treatment, reducing the environmental impact caused by their pollutants. The algal biochar generated may be useful as fertilizers, feedstock or for biofuel production.
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Table 1: biosorption kinetic model parameters obtained using spectral study

<table>
<thead>
<tr>
<th>Initial CV Conc. (mg/l)</th>
<th>K1</th>
<th>q(exp) (mg/g)</th>
<th>q(the) (mg/g)</th>
<th>R2</th>
<th>K2</th>
<th>q(exp) (mg/g)</th>
<th>q(the) (mg/g)</th>
<th>h (mg/g.min)</th>
<th>R2</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.0374</td>
<td>156</td>
<td>53.372</td>
<td>0.990</td>
<td>0.0012</td>
<td>156</td>
<td>166.766</td>
<td>34.33</td>
<td>0.995</td>
</tr>
<tr>
<td>100</td>
<td>0.0529</td>
<td>78</td>
<td>48.753</td>
<td>0.989</td>
<td>0.0013</td>
<td>78</td>
<td>91.909</td>
<td>11.75</td>
<td>0.995</td>
</tr>
<tr>
<td>50</td>
<td>0.0529</td>
<td>92</td>
<td>33.735</td>
<td>0.989</td>
<td>0.0025</td>
<td>92</td>
<td>101</td>
<td>25.64</td>
<td>0.996</td>
</tr>
</tbody>
</table>
a. Phormidium in liquid medium  b. Phormidium under microscope

Figure 1: Cultural and Microscopic observation of Phormidium sp. (a-in liquid medium, b-under microscope)

Figure 2: SEM images of the Phormidium Sp. based biochar obtained at 500 °C

Figure 3: Pseudo-first order kinetic model for biosorption of safranin O onto PSpB at different initial concentration

Figure 4: pseudo-second order kinetic model for biosorption of safranin O onto PSpB at different initial concentration

Figure 5: Intraparticle diffusion kinetic model
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ABSTRACT

The aim of this paper to define the convergent and cluster point of fuzzy Filter in fuzzy Bitopological, Supra fuzzy topological and least upper fuzzy topological space. We explain the equivalent and difference between the concepts in those spaces.

Keywords: Least upper fuzzy topology, Fuzzy Filter, Fuzzy Bitopology and Supra fuzzy topology.

INTRODUCTION

The concept of fuzzy Filter introduced by Parada and his Colleague [4]. He so defined the convergent and cluster point of fuzzy Filter in fuzzy topological space. Here, we will introduce same concepts but in fuzzy Bitopological space, Supra fuzzy topological space and least upper fuzzy topological space. We also build some theorems, remarks and examples which necessary to prove the relations between our concepts. Throughout this paper, $I^X$ will denote the set of all fuzzy sets in $X$, the symbols $N, N$ and $x$ are different according to the space type.

Preliminaries

Definition 1.1 [2]

Let $X$ be a nonempty set, a fuzzy point $p_x^t$ in $X$ is fuzzy set with support $x \in X$ and value $t \in [0,1]$.

Definition 1.2 [3]

A fuzzy set $N$ in fuzzy topological space $fts(X, T)$ is a neighborhood of fuzzy point $p_x^t$, if there exist fuzzy open set $U$ such that $p_x^t \in U \leq N$. The collection of all neighborhoods of fuzzy point $p_x^t$ in $X$ is denoted by $N_{p_x^t}$.
Definition 1.3 [5 and 4]

A fuzzy Filter $\mathcal{F}$ (short, Filter $\mathcal{F}$) on $X$ is a nonempty collection of subsets of $I^X$ with the properties:

1. If $F_1, F_2 \in \mathcal{F}$ then $F_1 \land F_2 \in \mathcal{F}$.
2. If $F \in \mathcal{F}$ and $F \leq F'$ then $F' \in \mathcal{F}$.
3. $0 \notin \mathcal{F}$.

Example 1.1

The set of all neighborhoods $N_{p_x}$ of some fuzzy point $p_x$ in $X$ is Filter.

Definition 1.4 [5 and 4]

A Filter $\mathcal{F}$ is converges to fuzzy point $p_x$, if $N_{p_x} \subseteq \mathcal{F}$.

Remark 1.1

If Filter $\mathcal{F}$ is converges to some fuzzy point $p_x$, then $\mathcal{F}$ is finer of $N_{p_x}$ or $N_{p_x}$ is coarser of $\mathcal{F}$.

Definition 1.5 [4]

A Filter $\mathcal{F}$ has cluster fuzzy point (short, cluster point) $p_x$ in fts $(X, \mathcal{T})$ iff $\forall N \in N_{p_x}$ then $N \land F \neq 0, \forall F \in \mathcal{F}$.

Definition 1.6 [4]

A collection $\mathcal{B}$ of subsets of $I^X$ is a base for some Filter $\mathcal{F}$ iff $\mathcal{B} \neq \emptyset$ and

1. If $B_1, B_2 \in \mathcal{B}$ then $B_3 \leq B_1 \land B_2$ for some $B_3 \in \mathcal{B}$.
2. $0 \notin \mathcal{B}$.

The collection $\mathcal{F} = \{F \in I^X: \exists B \in \mathcal{B} s.t. B \leq F\}$ is Filter. We said $\mathcal{F}$ is generated by $\mathcal{B}$. A collection $\mathcal{B}$ of subsets of $\mathcal{F}$ is a base for $\mathcal{F}$ iff for each $F \in \mathcal{F}$ there is some $B \in \mathcal{B}$ such that $B \leq F$.

Fuzzy Filter in fbts

Definition 2.1 [1]

A fuzzy bitopological space fbts is a triple $(X, \tau_1, \tau_2)$, where $\tau_1$ and $\tau_2$ are arbitrary fuzzy topologies on $X$.

Definition 2.2

Let $p_x$ be an fuzzy point in $X$ and $(X, \tau_1, \tau_2)$ is an fbts. $N$ is said to be neighborhood of $p_x$ if there some fuzzy set $\mu \in \tau_1 \cup \tau_2$ such that $p_x \in \mu$ and $\mu \leq N$. Now, we recall the definition (1.4) to define the convergent of Filter in fbts.
Definition 2.3

A Filter $\mathcal{F}$ is converge to fuzzy point $p^F_\alpha$ in fts $(X, \tau_1, \tau_2)$ if $N_{p^F_\alpha} \subseteq \mathcal{F}$.

Remark 2.1

In the next, let us denoted for the set of all neighborhoods of $p^F_\alpha$ in fts $(X, \tau_1, \tau_2)$ and fts $(X, \tau_1, \tau_2)$ by $N^F_{p^F_\alpha}, N^{\prime F}_{p^F_\alpha}$ and $N^F_{p^F_\beta}$, respectively.

Proposition 2.1

Let $(X, \tau_1, \tau_2)$ be a fts. A Filter $\mathcal{F} \subseteq I^X$ is converge to $p^F_\alpha$ in $(X, \tau_1, \tau_2)$ iff it converges to fuzzy point $p^F_\alpha$ in fts $(X, \tau_1)$ and $(X, \tau_2)$ together.

Proof

Fixed fuzzy point $p^F_\alpha$ which belong to $X$.

$\Rightarrow$ Since $N^F_{p^F_\alpha}, N^{\prime F}_{p^F_\alpha} \subseteq N_{p^F_\alpha}$, therefore, $N_{p^F_\alpha} \cap N^{\prime F}_{p^F_\alpha} \subseteq \mathcal{F} \Rightarrow \mathcal{F}$ converges to fuzzy point $p^F_\alpha$ in $(X, \tau_1)$ and $(X, \tau_2)$ together.

$\Leftarrow$ $\forall N \in N_{p^F_\alpha}$ in fts $(X, \tau_1, \tau_2)$, $N$ is neighborhood of $p^F_\alpha$ in fts $(X, \tau_1)$ or $(X, \tau_2)$, therefore, $N \in \mathcal{F} \Rightarrow N_{p^F_\alpha} \subseteq \mathcal{F}$, i.e, $\mathcal{F}$ is converge to $p^F_\alpha$ in $(X, \tau_1, \tau_2)$.

Remark 2.2

If the Filter $\mathcal{F} \subseteq I^X$ converges to $p^F_\alpha$ in fts $(X, \tau_1)$ or $(X, \tau_2)$, then is not necessary $\mathcal{F}$ converges to $p^F_\alpha$ in fts $(X, \tau_1, \tau_2)$, as following example.

Example 2.1

Let $X = \{a, b\}$ and let $\tau_1 = \{X, \emptyset, \{p^a_0, p^b_0, p^a_0\}\}$ and $\tau_2 = \{X, \emptyset, \{p^a_0, p^b_0, p^a_5\}\}$. The Filter which converge to $p^{0, 2}_a$ in $\tau_1$ is not necessary converge to same point in fts $(X, \tau_1, \tau_2)$, since the neighborhood $\{p^{0, 2}_a, p^{0, 5}_b\}$ of $p^{0, 2}_a$ in fts $(X, \tau_1, \tau_2)$ is not neighborhood of $p^{0, 2}_a$ in fts $(X, \tau_1)$. The proposition (2.1) and example (2.1) are leading to the following question (What the difference between the set of all neighborhoods $N_{p^F_\alpha}$ or $N^{\prime F}_{p^F_\alpha}$ at fixed fuzzy point $p^F_\alpha$ and the set of all neighborhoods $N^F_{p^F_\alpha}$ at same fuzzy point $p^F_\alpha$ in fts $(X, \tau_1, \tau_2)$?). We note, from example (2.1), $N^F_{p^F_\alpha} \subseteq N^{\prime F}_{p^F_\alpha}$ since $\{p^{0, 2}_a, p^{0, 5}_b\} \in N^F_{p^{0, 2}_a}$ and $\notin N^{\prime F}_{p^{0, 2}_a}$. This mean, for any fixed fuzzy point $p^F_\alpha$ in $X$, $N_{p^F_\alpha} = N^F_{p^F_\alpha} \cup N^{\prime F}_{p^F_\alpha}$.

Remark 2.3

The set of all neighborhoods $N^F_{p^F_\alpha}$ at fuzzy point $p^F_\alpha$ in fts $(X, \tau_1, \tau_2)$ is not necessary Filter, as following example.

Example 2.2

From example (2.1), $\{p^{0, 5}_a, p^{0, 5}_b\} \in N^{\prime F}_{p^{0, 2}_a}$ but $\{p^{0, 5}_a, p^{0, 5}_b\} \notin N^{\prime F}_{p^{0, 2}_a}$. Now, we recall the definition (1.5) to define the cluster fuzzy point of Filter in fts.
Definition 2.4

A Filter $\mathcal{F}$ has cluster fuzzy point (shor. cluster point) in fts $(X,\tau_1,\tau_2)$ iff $\forall N \in N_{\mathcal{F}^{\prime}} \text{ in fts } (X,\tau_1,\tau_2)$ then $N \wedge F \neq 0, \forall F \in \mathcal{F}$.

Proposition 2.2

Let $(X,\tau_1,\tau_2)$ be fts. A Filter $\mathcal{F} \subseteq I^X$ has cluster point $p_{\mathcal{F}^{\prime}}$ in $(X,\tau_1,\tau_2)$ iff it has same point as cluster point in $(X,\tau_1)$ and $(X,\tau_2)$ together.

Proof

Fixed fuzzy point $p_{\mathcal{F}^{\prime}}$ which belong to $X$.
$\Rightarrow$ If $\mathcal{F}$ has cluster point $p_{\mathcal{F}^{\prime}}$ in $(X,\tau_1,\tau_2)$ then $N \wedge F \neq 0, \forall N \in N_{p_{\mathcal{F}^{\prime}}}$ and $\forall F \in \mathcal{F}$ i.e., $\forall N^{\prime} \in N_{p_{\mathcal{F}^{\prime}}}$ and $\forall N^{\prime\prime} \in N_{p_{\mathcal{F}^{\prime}}}, N^{\prime} \wedge N^{\prime\prime} \wedge F \neq 0, \forall F \in \mathcal{F} \Rightarrow \mathcal{F}$ has cluster point $p_{\mathcal{F}^{\prime}}$ in $(X,\tau_1)$ and $(X,\tau_2)$ together. $\Rightarrow$ It’s easy.

Remark 2.4

If the Filter $\mathcal{F} \subseteq I^X$ has cluster point $p_{\mathcal{F}^{\prime}}$ in fts $(X,\tau_1)$ or $(X,\tau_2)$, then is not necessary $\mathcal{F}$ has same point $p_{\mathcal{F}^{\prime}}$ as cluster point in fts $(X,\tau_1,\tau_2)$, as following example.

Example 2.3

From example (2.1). Let $\beta = \{p_b^{0.5}, p_a^{0.2}, p_b^{0.5}\}$ is base for some filter $\mathcal{F} \subseteq I^X$, this filter has cluster point $p_a^{0.2}$ in $(X,\tau_1)$, since $\forall N \in N_{p_a^{0.2}}$ then $N \wedge F \neq 0, \forall F \in \mathcal{F}$. But $\{p_a^{0.2}\}$ is neighborhood of $p_a^{0.2}$ in $(X,\tau_1,\tau_2)$ and $\{p_a^{0.2}\} \wedge \{p_b^{0.5}\} = 0$, therefore, $p_a^{0.2}$ is not cluster point for filter $\mathcal{F}$ in $(X,\tau_1,\tau_2)$. The following, the relation between the convergence and cluster point.

Proposition 2.3

Let $(X,\tau_1,\tau_2)$ be a fts and let $\mathcal{F} \subseteq I^X$ be filter which converges to fuzzy point $p_{\mathcal{F}^{\prime}}$ in $(X,\tau_1,\tau_2)$ then $p_{\mathcal{F}^{\prime}}$ is cluster point for $\mathcal{F}$.

Proof

From definitions (1.3), (2.3) and (2.4).

Remark 2.5

The converse is not true in general as following.

Example 2.4

we recall example 2.1. Let $\mathcal{F} \subseteq I^X$ is Filter generate from base $\beta = \{p_a^{0.2}, p_b^{0.5}\}$, then $\mathcal{F}$ has cluster point $p_a^{0.2}$ in $(X,\tau_1,\tau_2)$, but $\mathcal{F}$ is not converges to $p_a^{0.2}$ since the neighborhood $\{p_b^{0.5}\} \notin \mathcal{F}$. 
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Fuzzy Filter in sfts

Definition 3.1, [1]

A family $\mathcal{S} \subseteq \mathcal{S}(X)$ is called supra fuzzy topology if it is closed under arbitrary union and contains $X$. The space $(X, \eta)$ is called supra fuzzy topological space sfts. There more, if we have $\tau_1$ and $\tau_2$ are fuzzy topologies on $X$ and generated the family $\tau_s$ which is a supra fuzzy topology on $X$ then $(X, \tau_s)$ is called the associated supra fuzzy topological space asfts of fbts $(X, \tau_1, \tau_2)$.

Example 3.1

From example 2.1, $\tau_s = \{\phi, X, \{p_a^0, p_a^1\}, \{p_a^0, p_b^0\}, \{p_a^1, p_b^1\}\}$ is asfts of fbts $(X, \tau_1, \tau_2)$.

Remark 3.1

It's obvious from example 3.1, $\tau_1 \cup \tau_2 \subseteq \tau_s$.

Definition 3.2

Let $p^*_x$ be an fuzzy point in $X$ and $(X, \eta)$ is sfts, $\mathcal{N} \in I^X$ is neighborhood of some fuzzy point $p^*_x$ if there some fuzzy set $\ell \in \eta$ such that $p^*_x \in \ell \subseteq \mathcal{N}$. The collection of all neighborhoods of fuzzy point $p^*_x$ is denoted by $\mathcal{N}_{p^*_x}$.

Definition 3.3

A filter $\mathcal{F} \subseteq I^X$ is converge to fuzzy point $p^*_x$ in sfts $(X, \eta)$ if it contains $\mathcal{N}_{p^*_x}$.

Proposition 3.1

Let $(X, \tau_s)$ be asfts of fbts $(X, \tau_1, \tau_2)$. A filter $\mathcal{F} \subseteq I^X$ is converge to $p^*_x$ in $(X, \tau_s)$ iff converges to same point in $(X, \tau_1, \tau_2)$.

Proof

Let $\mathcal{F} \subseteq I^X$ is converge to $p^*_x$ in $(X, \tau_s)$ $\Rightarrow \mathcal{N}_{p^*_x} \subseteq \mathcal{F}$, but $\mathcal{N}_{p^*_x} \subseteq \mathcal{N}_{p^*_x} \Rightarrow \mathcal{N}_{p^*_x} \subseteq \mathcal{F} \Rightarrow \mathcal{F}$ is converge to $p^*_x$ in $(X, \tau_1, \tau_2)$.

Remark 3.2

As in remark 2.3 and from example 2.2, we can conclude the set of all neighborhoods $\mathcal{N}_{p^*_x}$ of some fuzzy point $p^*_x$ in sfts is not necessary filter.

Definition 3.4

A filter $\mathcal{F} \subseteq I^X$ has cluster fuzzy point $p^*_x$ (shor. cluster point)in sfts $(X, \eta)$ if $\forall \mathcal{N} \in \mathcal{N}_{p^*_x}$in sfts $(X, \eta)$then $\mathcal{N} \land \mathcal{F} \neq 0, \forall \mathcal{F} \in \mathcal{F}$.
Proposition 3.2

A filter \( \mathcal{F} \subseteq I^X \) has cluster point \( p^X_\varepsilon \) in \( (X, \eta) \) iff \( \mathcal{F} \) has same cluster point \( p^X_\varepsilon \) in fbts \( (X, \tau_1, \tau_2) \).

Proof

It's obvious, as in proposition 3.1.

Remark

From proposition 2.3, remark 2.5 and example 2.4, if a filter \( \mathcal{F} \subseteq I^X \) converges to fuzzy point \( p^X_\varepsilon \) in sfts \( (X, \eta) \) then \( p^X_\varepsilon \) is cluster point for \( \mathcal{F} \) and the converse is not necessary.

Fuzzy Filter in lufts.

Definition 4.1, [1]

Let \( (X, \tau_1, \tau_2) \) be a fbts and let \( \tau_\ell \subseteq I^X \) be least upper fuzzy topology of \( \tau_1 \) and \( \tau_2 \) on \( X \), then \( (X, \tau_\ell) \) is called least upper fuzzy topological space lufts of \( \tau_1 \) and \( \tau_2 \) on \( X \).

Example 4.1

From example 2.1, \( \tau_\ell = (\phi, X, \{p^0_\alpha\}, \{p^0_\beta\}, \{p^{0.5}_\alpha\}, \{p^{0.5}_\beta\}, \{p^2_\alpha\}) \).

Remark 4.1

It's obvious, \( \tau_\varepsilon \subseteq \tau_\ell \).

Remark 4.2

we will denoted for set of all neighborhoods of some fuzzy point \( p^X_\varepsilon \) in lufts \( (X, \tau_\ell) \) of \( \tau_1 \) and \( \tau_2 \) on \( X \) by \( \mathcal{K}_{p^X_\ell} \).

Definition 4.2

A filter \( \mathcal{F} \subseteq I^X \) is converge to fuzzy point \( p^X_\varepsilon \) in lufts \( (X, \tau_\ell) \) if it contains \( \mathcal{K}_{p^X_\ell} \).

Proposition 4.1

Let \( (X, \tau_\ell) \) be lufts of fbts \( (X, \tau_1, \tau_2) \). A filter \( \mathcal{F} \subseteq I^X \) is converge to \( p^X_\varepsilon \) in \( (X, \tau_\ell) \) iff converges to same point in asfts \( (X, \tau_\varepsilon) \).

Proof

\( \Rightarrow \) Let \( \mathcal{F} \subseteq I^X \) is filter which converges to some fuzzy point \( p^X_\varepsilon \) in lufts \( (X, \tau_\ell) \) \( \Rightarrow \mathcal{K}_{p^X_\ell} \subseteq \mathcal{F} \), but \( \mathcal{N}_{p^X_\ell} \subseteq \mathcal{K}_{p^X_\ell} \Rightarrow \mathcal{N}_{p^X_\ell} \subseteq \mathcal{F} \Rightarrow \mathcal{F} \) converges to same fuzzy point \( p^X_\varepsilon \) in asfts \( (X, \tau_\varepsilon) \). 

\( \Leftarrow \) Let \( \mathcal{F} \subseteq I^X \) is filter which converges to fuzzy point \( p^X_\varepsilon \) in asfts \( (X, \tau_\varepsilon) \) \( \Rightarrow \mathcal{N}_{p^X_\ell} \subseteq \mathcal{F} \Rightarrow \forall U \in \tau_\varepsilon \) such that \( p^X_\varepsilon \in U \) then \( U \in \mathcal{F} \) and from definition filter, we can conclude for each neighborhood \( \mathcal{K} \) of \( p^X_\varepsilon \) then \( \mathcal{K} \in \mathcal{F} \Rightarrow \mathcal{F} \) is fuzzy filter which converges to \( p^X_\varepsilon \) in lufts \( (X, \tau_\ell) \).
Proposition 4.2

A fuzzy filter $\mathcal{F} \subseteq I^X$ has cluster point $p_x^c$ in lufts $(X, \tau_x)$ then $\mathcal{F}$ has cluster point $p_x^c$ in asfts $(X, \tau_x)$.

Proof

It’s obvious, as proposition 4.1.

Remark 4.3

The converse is not true in general.

Example 4.2

Let $X = \{a, b, c\}, \tau_1 = \{\phi, X, \{p_a^0, p_c^0\}\}$ and $\tau_2 = \{\phi, X, \{p_c^0, p_b^0\}\} \Rightarrow \tau_x = \{\phi, X, \{p_a^0, p_c^0\}, \{p_c^0, p_b^0\}\}$. Let $\beta = \{\{p_a^0, p_c^0\}\}$ be a base for filter $\mathcal{F}$ which has cluster point $p_x^c$ in $\tau_x$. Now, $\tau_\ell = \{\phi, X, \{p_a^0, p_c^0\}, \{p_c^0, p_b^0\}\} \Rightarrow \mathcal{F}$ has not cluster point $p_x^c$ in $\tau_\ell$ since $\{p_a^0, p_c^0\} \wedge \{p_a^0, p_b^0\} = 0$.
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ABSTRACT

This study aims at classifying and calculating vacant lands from high resolution satellite images of Baghdad city by Objective Classification tool in ERDAS program. Such a classification method is regarded as being the latest and most advanced method of image classification. The methodology followed a seven-step, beginning with image processing, followed by classifying the images to calculate vacant lands, and finally an accuracy test was performed. A final thematic map was produced showing the location, number and area of the vacant lands. The results showed that the areas of these lands were about 11 km² (13 % of the study area). The study recommends applying the object classification method for man-made geographical features, as opposed to other types of classifications which are more suitable for natural environmental features.

Keywords: Vacant lands, Classification, Satellite images, remote sensing, supervised classification.

INTRODUCTION

Object-Oriented classification techniques based on image segmentation are gaining interest as methods for producing output maps directly storable into Geographical Information System (GIS) databases [1]. This approach considers not only identification of land cover on a pixel level, but also organization of such pixels into groups (segments) that correspond to real world objects. It involves partitioning image into meaningful objects called segments. The basic processing units of object-oriented image analysis are segments, so-called image objects, and not the single pixels [2]. IMAGINE Objective in ERDAS 2011 version [3] is one of the software solutions to object-oriented classification and feature extraction available in the market. Compared to other tools, it is relatively new and less explored by users. It
is less complex than some of the other tools, which limits its possibilities while making it easier to use [4]. IMAGINE Objective tool employs feature models which work on objects produced by image segmentation and various other pixel-based algorithms which, after being victories, can be processed by geometric and textural parameters [5]. With object-oriented analysis it is possible to get better results from remote sensing information.

Area of Study

The study area is Baghdad city. It is the capital and the main administrative center of Iraq. Baghdad is located in the central part of Iraq on both sides of Tigris River with geographic coordinates: Latitude (33°25′46″) to (33°24′21″) N, Longitude (44°15′55″) to (44°17′38″) E. Baghdad is the largest and most heavily populated city in Iraq. Baghdad is suited in a plain area of an elevation between (31-39 m) above sea level. No natural boundaries exist that limits the aerial extension of the city. The Tigris River passes through the city dividing it into two parts; Karkh (Western part) and Rusafa (Eastern part). The area is bounded from the east by Diyala River, which joins the Tigris River southeast of Baghdad. The Army Canal, 24 km long, recharges from the Tigris River in the northern part of the city and terminates in the southern part of Diyala River [6]. Figure-1 shows area of study "Baghdad city"

Importing of GeoEye-1 Images

GeoEye-1, launched in September 2008, is the latest in a series of commercial high-resolution Earth observation satellites. In the experiment, we choose GeoEye-1 images with 1.65m high resolutions, which was achieved in 2012 and located in Baghdad, Iraq. The size is 14000 × 38000 pixels and it covers an area of about 85 square kilometers.

Problem statement

The percentage of vacant lands in the city of Baghdad is a true problem because of the difficulty of obtaining housing, so it is necessary to determine the area of vacant lands and create the thematic map using the objective classification tool of being more efficient and modern within the programs of remote sensing. In terms of their ability to classify earthly phenomena in various patterns, especially when using very high-resolution satellite images. The study depends on the objective classification method to calculate the vacant land in the city of Baghdad and through a sample of the city.

Major objective

This study tries to achieve a number of goals:
1. The use of remote sensing techniques in extracting vacant land in part of the Baghdad city by the Objective Imagine tool in the ERDAS program.
2. Illuminate steps for advanced classification using objective classification of vacant lands and to produce the thematic map with the highest possible accuracy
3. display thematic map showing the distribution of vacant lands in the study area and Learn about the engineering characteristics.

Materials and methods

The vacant lands extraction methodology includes the following steps:
Single Feature Probability SFP is used to perform pixel based classification. SFP is a pixel cue that computes the probability metric (a number between 0 and 1) to each pixel of the input image based on its pixel value and the training samples. The vacant lands to be extracted are selected by the user as training samples and based on the pixel values of the training samples, the probability values are assigned. Higher probability values are assigned to those pixels whose values are similar to ones of pixels in the training samples. Lower probability values are assigned to pixels whose values are significantly different from the values of pixels in the training samples. The training samples must be chosen very carefully and should not include any background pixel. Pixels other than the pixels that are similar to the training pixels are considered as the background pixels. During the training phase, pixels that are representing the individual objects are submitted to compute pixel cue metrics to train the pixel classifier. During the automated extraction phase candidate pixels from imagery are submitted to the pixels classifier for query to measure how closely they resemble to the training pixels. The output of this step is a pixel probability layer in which each pixel value represents the probability that it is the object of interest. Twelve training samples are selected from the satellite image and seven background pixels are selected. The GeoEyeimage used in this study is shown in Figure 1. Input the test image tiff into ERDAS program 14000 columns and 38000 Rows with.

At this level the raster objects were created using the “segmentation” creator for all feature models. Segmentation is a way of partitioning raster images into segments based on pixel values and locations. Pixels that are spatially connected and have similar values are grouped in a single segment. This operator performs segmentation on the raster image specified by the Input variable parameter. The result is a thematic image where pixel values represent class IDs of contiguous raster objects. The Pixel Probability Layer input (product of the previous level) is used to compute the pixel probability zonal mean of each segment and that zonal mean was used as the value of the segment Pixel Probability attribute. In Figure 2 is presented the result of segmentation.

Afterwards, the processing of the objects created previously followed, using several operators. Size filter and probability filter were used in order to filter out very small, very big and low probability objects. Moreover, morphological filters like dilation and erosion implemented so as to include (or remove for erosion) pixels that belong (or not) to the raster object. Finally, the “reclump” operator was very useful to perform a clump operation. The input layer of this operator is usually a layer of raster objects which have been split, joined or filtered by other operators, and no longer have correct clump values. This operator renumbered the raster objects so that each raster object (group of contiguous pixels) has a unique value. In Figure 3 is presented the final result of ROO level.

At this level the objects automatically were converted by the software from raster to vector format.

These operators perform operations on the vector objects, and produce a new Vector Object Layer. These operations may be necessary to change the shape of the vector objects by generalizing, smoothing, etc. This operator simplifies polylines and polygons by removing unnecessary vertices. It helps remove noise and improves the performance of downstream processing for removing noise and pixel artifacts in a polygon or polyline a tolerance value must be entered. This algorithm creates trend lines from each arcs starting point, and to other arcs. Then the distance is
measured for each vertex to its trend line. If the distance of the vertex to the trend line is greater than the tolerance, the vertex is then removed. Thus, a tolerance of 0 will not remove any vertices and a larger tolerance will remove many vertices. The value of tolerance entered in this model is 0.50 meters, In Figure 4 is noted the final result of VOO level.

Vector Object Processor (VOP)

The Vector Object Processor node performs classification on vector objects. Vector object classification involves specifying one or more cues which are used by an Object Classifier. The cues include metrics which measure some property of vector objects. The Object Classifier uses the cues to assign a probability to each object in a group of vector objects.

Vector Cleanup Operators (VCO)

Vector Cleanup Operators allow the user to manipulate the Vector Objects after they have been processed by the Vector Object Processor. Vector Cleanup Operators typically clean up the set of vector objects to produce a nice final output. Some Vector Cleanup Operators will use the Probability attribute generated by the Vector Object Processor in the operation. Some typical operations: Reshaping the existing vector objects for a more presentable output, Eliminating Vector Objects that do not meet some criteria or that have low probability, matching vector objects to a template or fitting them to a fixed shape or shape type such as an orthogonal polygon, combining multiple input Vector Objects into a single vector object, splitting vector objects into multiple new vector objects. Converting polygon objects into polylines, and vice-versa This operator smoothens the polygon objects in a vector layer. The smoothing factor is specified to control how much smoother the objects become. Enter any value between 0 and 1. 0 indicates no smoothing is applied to the objects, while 1 applies the greatest smoothing. For less smoothing, choose less than 0.5. For more smoothing (for example, to cut sharp turns more), choose more than 0.5. The value taken here is 0.5. The bigger the factor, the smoother is the polygon objects, In figure 6 is presented the final result of vacant lands extraction model

RESULTS AND DISCUSSION

The method described above automatically extracts vacant lands from satellite images. The original GeoEye image and the extracted vacant lands from that image are shown in Figure 1 and Figure 5, where using the developed feature extraction models in detected the vacant lands in the image. The results show that the similarity of the vacant lands and building roofs lead to spectral overlap because of the dust found on the building roofs. Note from the figure 5 as we move away from the city center towards the outskirts, increasing the vacant lands due to decreasing population density and also we note from table 1 the ratio of vacant lands to study area is 13% which can be regarded as fairly acceptable and the area of vacant lands is 11km².

CONCLUSION

The stability of dust particles on the roofs of buildings and streets due to the frequency of dust storms lead to reduce the accuracy of classification and creates a great similarity between the properties of reflected radiation from vacant lands and other phenomena which may be classified as vacant lands. The existence of building debris, cars or any other phenomenon within the vacant lands also lead to reducing the accuracy of classification, therefore to increases the accuracy of classification, we select more points within all part of the image.
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Table 1. Metadata for Vacant lands

<table>
<thead>
<tr>
<th>The description</th>
<th>The value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The area for Baghdad city</td>
<td>204.2 km²</td>
</tr>
<tr>
<td>The area study</td>
<td>84 km²</td>
</tr>
<tr>
<td>Ratio of the study area for Baghdad city</td>
<td>41%</td>
</tr>
<tr>
<td>Number of vacant lands</td>
<td>3559</td>
</tr>
<tr>
<td>The area of vacant lands</td>
<td>11 km²</td>
</tr>
<tr>
<td>Ratio of the vacant lands for study area</td>
<td>13%</td>
</tr>
<tr>
<td>Max value for vacant lands</td>
<td>550113 m²</td>
</tr>
<tr>
<td>min value for vacant lands</td>
<td>13 m²</td>
</tr>
<tr>
<td>Mean value for vacant lands</td>
<td>3013.29 m²</td>
</tr>
<tr>
<td>Standard deviation for vacant lands</td>
<td>14679.07 m²</td>
</tr>
</tbody>
</table>

Figure 1. Area of study "Baghdad city"  
Figure 2. GeoEye-1 Satellite Image
Figure 3. Final result of segmentation for subset image

Figure 4. The final result of ROO level for subset image

Figure 5. The final result of VOO level for subset image

Figure 6. The final result of vacant lands extraction Model
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ABSTRACT

In this research, scenes of a high resolution satellite images of the city for the years 2002 and 2017 of Baghdad were studied from where containing green spaces (gardens) and untapped areas by analyze and classify the extracted scenes by applying remote sensing techniques for the analysis and classification of satellite images in the Geographic information system by using ArcMap GIS program. The scenes of high resolution satellite images were captured by the satellite landsat 8 for the sensor ETM+ with spatial resolution (0.5*0.5) meter square for the one pixel. The reason for this study is that people in most of the cities of Iraq, especially in the capital Baghdad, cut houses and villas into small houses because of the high prices of real estate and high rents and the growth of families may be the area of these small houses sometimes forty square meters previously, a third of the area of houses occupied by gardens and after the shredding the areas occupied by these gardens have declined and in many of these houses after the cutting and construction of small houses the area has completely disappeared gardens and to study the change in the use of land in one of the residential areas in the capital Baghdad and show deterioration and decline in the survey In these areas, we classified the same area in the first two phases of 2017 and the second in 2002

Keywords: High-resolution, satellite images, ArcGIS, PCA, Baghdad, classification

INTRODUCTION

Satellite imagery (SI)

Earth images or images of planets clipped by satellites of images running by regimens and interested people. Images of satellites were produced by NASA are published by NASA EO (Earth Observatory) and are obtainable free to all
interested people. In this century SI became vastly obtainable when reachable, simple for using software with access to SI database was given by several companies and organizations. Images of satellites became widely applicable in meteorology, Sea science, fishing, farming, Ecology, forests, landscape, geology, cartography, urban planning, and wars. Images are in visible electromagnetic region and in other. In addition to above, there is a radar image; it is used in the field of elevation maps [1].

**Resolution of image**

SI resolution in RS has the types: spatial, spectral, temporal, and radiometric. These types are defined as following:

- **Spatial Resolution:** representation the size of image pixels with the size of the surface area (i.e. m²) being measured on the ground, determined by the sensors’ IFOV (instantaneous field of view).
- **Spectral Resolution:** is known as the size of the interval of wavelength interval (discrete segments of the ES electromagnetic spectrum) and no. of intervals the sensors are measuring.
- **Temporal Resolution:** Usually known as a period of time that separated between the collected images for the same location.
- **Radiometric resolution** is defined as the ability of any imaging system for recording various levels of brightness and the no. of gray-scale levels of the sensor, it is usually having the expresses: 8 bit [0_255], 12_bit [0_4095] or 16_bit [0_65,535].
- **Geometric resolution:** is the sensor ability to effectively image a portion of the ground in one pixel and is usually has the express: GSD. Ground sample distance has a meaning of contain the inclusive optic and systemically noises sources in addition to Its usefulness for comparison the best equality of sensors can recognizes the feature on the earth locations for one pixel. [2]

Google Earth GE is a program of computers renders a three dimension represent and recognition of ground surface depending on SI. It is mapping the ground surface by the superimposition of images acquired from SI, Aerial Photography and GISData for a 3D Globe, to allow the user to seeing towns and buildings at different directions. GE allows user to searching reach the address for most countries, and has their coordinates. User can use the GE to add his special data, letting this data obtainable to groups like forums. GE has the ability to view different types of images overlaid on the ground in addition to a WebMapService customer. [3] GE’s imagery is exhibited on a digital Globe, which exhibits the Earth surface in one image (compositing image) at afar range. Next a zoom in afar appropriate, the difference among images may be finer details when the imagery transitions into various images of the interested location, which don’t have the same date or time from area to the next. The collected images are recaptured from Satellites or Aircraft [4]. Before NASAs launching and the USGS, Landsat-8 satellite, Google cooperated slightly with SI from Landsat-7, which had problems in a hardware Lead to diagonal holes in the image [5] In 2013, GE used Data mining to solve the problem, providing what was qualified as a successor to the Blue-Marble image of earth, with a single large image of the globe. This was carried out by combining multiple sets of images possessed from Landsat-7 for elimination the cloud effects and diagonal gaps, for creation a single mosaic image [6] GE recently deal with Landsat-8 to provide images in a higher resolution and with greater frequency. [7] Imagery Resolution ranges from 15 m of resolution to 15 centimeters. GE Mostly showing areas in 2D and 3D for some areas are available, most of them typically cities. [8]

**Classification and High Resolution Images**

Classification process (CP) for urban places of very high resolution imagery (VHRI) is a quite complicated mission. Impervious urban land cover (IULC) like structures, streets, and car-park are very close in their spectral to be recognized using only the spectrally traditional information of VHRI. In addition to that information is required for recognizing such features to classify. Recently, a very high resolution SI data (Spatial Resolution ≤ 1 meter) was available since 1999 then the classification of urban land cover data becomes an emanating domain for researching in the RS communities. For the rezone of the sub-meters Spatial Resolution, VHRI has a highly potential in deep details.
and precise mapping of urban land covers [9]. For recognition IULC like structures, streets, and car-park and flagged places supplemental information would be inserted into the CP. Moreover information may be the spatially measures extracted either from the scene, in the texturally form, morphologically, and contextually measures, or from ancillaries data [10]. At the last decade, a significant amount of research has utilized spatially measures extracted from the scene such as morphology, texture and context in the CP of VHRI over IULC [11]. Shadow is a darkness feature in optically image, it is an active feature that reducing the spectrally values of the shading object and then it is influence in the classifying of land cover [12]. According to that, the classifier must firstly extract and exclude shadows from the subsequently classification. Later, the covering feature by shadow then must be assigned to street or building depending on its nearer pixels to these classes. As mentioned, in this paper, the considered shadows are of buildings and not shadow under trees. Trees shadows were added in the class of trees. After the extraction of shadows, they would be added to their corresponded features class. Some of buildings have level roofs then shadows of the top covers parts of the lower levels. Shadows may be covering the roads, but mostly of shadows in the scenes are cast by houses, most of the shadow areas belong to streets or upper floor surfaces. It should be noted that this rule may not be necessary responsible to other locations have differences urban structures.

PCA is a statistical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components (or sometimes, principal modes of variation). The number of principal components is less than or equal to the smaller of the number of original variables or the number of observations. This transformation is defined in such a way that the first principal component has the largest possible variance (that is, accounts for as much of the variability in the data as possible), and each succeeding component in turn has the highest variance possible under the constraint that it is orthogonal to the preceding components. The resulting vectors are an uncorrelated orthogonal basis set. PCA is sensitive to the relative scaling of the original variables.

Multivariate Data Transformation: Principal Component Analysis

Principal Component Analysis PCA, in mathematic have the definition: "An orthogonal linear transformation that transforms the data to a new coordinate system such that the greatest variance by some projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so on" [13] PCA is utilized to transform the data attributes in a multi-band raster from the input multivariate attribute space to new space whose axes are rotated with respect to the old space. The new axes aren’t correlated. The main goals of PCA transformation are the compression of data by reducing redundancy, emphasizing the variances in raster bands, and let the data be more explainable. The result of applying a PCA technique is a multi-band raster have equal number of bands to the old raster (one band per axis in the new multivariate space). The first principal component will have the greatest variance; the second will show the second most variance not described by the first, and so third. Many times, the first three to four layers of the new raster from the PC function may contain more than 95 % of the variances. The other layers resulting of PC raster may be dropped and the described multivariate procedures may be performed on this new raster vice the old raster. The new raster contains less number of layers and more than 95 % of the variances of the old raster, then a faster computation, and accuracy will be obtained. The PC function may has an input multi-band raster to be identified, the number of PCs into which the data be transform, the statistics output file title, and the output raster title. The output raster will contain the same number of bands as the specified number of components. Each band will depict each component.

The concept of PCA in Arc_GIS program

Theoretically, a two-layer raster is used, a shift and rotate processes of the axes and a transforming of the data is done as following:

- The data is graphed in a scatter-plot.
In scatter-plot, points are bounding with a calculated ellipse (as shown in fig. 1).

The major axis of calculated ellipse is determined (as shown in fig. 2). The major axis will become the new x-axis, the first principal component (PC1). PC1 depicts the greatest variation because it is the largest transect that can be drawn through the ellipse. The direction of PC1 is the eigenVector and its magnitude is the eigenValue. The angle of the x-axis to PC1 is the rotation angle that is used in the transformation.

A calculation of the orthogonal perpendicular line to PC1 is done. It represents the PC2 and the new y-axis (as shown in fig. 3). The new axis describes the second most variance not described by PC1. Using the eigenVectors, the eigenValues, and the calculated covariance matrix of the input of the multi-band raster, a linear formula defining the shift and rotation is created. This formula is applied to transform each cell value relative to the new axis. [14].

Study region

Baghdad has 11 districts, Al-Adhamiya is one of these districts, Al-Fahama is a sub-district located in Al-Adhamiya District then HaiUr is located in Al-Fahama sub-district. It is a large residential area, it is bordered to the east by Al-Sader City and it is bordered to the west by Al-Shaab, from the north it is bordered by Al-Shaab and Al-Sader and from the south by Al-Benoge City. The area of study is located in the northern outskirts of Baghdad province, north of Fahama sub-district in Hei-Ur between longitude 44.425491° and latitude 33.421750° south to longitude 44.428885 and latitude 33.424658 north. This region was chosen to observe the change in green areas in the period between the years 2002 (as shown in fig. 4) to 2017 (as shown in fig. 5).

MATERIALS AND METHODS

The data of a high resolution image is a correlated data and have a redundant. To avoid that, PCA technique was applied to each one of the two images data before the classification techniques. Polygon technique (A technique in the Tools of ArcGIS program) is applied in the study scene taken from a Landsat-8 satellite image (high resolution image) in order to determine and distinguish the green lands in the resulted raster of classification from the rest of the details of a scene like houses and streets and then study these green lands. The following steps were followed to apply the method

1. The Google Earth images for the years 2002 and 2017 of the study region were utilized in ArcGIS program.
2. UTM project was chosen for the coordinates because it is a convenient for small spaces (lease than one zone).
3. A geo-reference technique was applied to each image to give their real coordinate.
4. The scene of HeiUr was extracted from the original Landsat satellite image by using the techniques of spatial analyst tools, as following:
   A. A zooming command was activate on the interested region (the studied area) to let the recognition of the selection of the boundaries be possible.
   B. A polygon shape file is created to detect the boundaries lines and curves points as a vertex of the created polygon to be as a mask to extract the studied region. As shown in Fig.6. Then the extracted study region was result as shown in fig.7.
5. To avoid the mix with houses shadows a polygon shape file process was applied to extract the shadow regions to reduce the errors in the classes as following:
   A. A zooming command was activate on the interested region (the studied area) to let the recognition of the selection of the boundaries be possible.
   B. A polygon shape file is created to detect the boundaries lines and curves points as a vertex of the created polygon to be as a mask to extract the houses shadows. As shown in Fig.8. Then the extracted regions was result as shown in fig. 9
6. PCA technique was applied to each one of the two extracted scenes data to de-correlate the data of each one. The resulted PCA raster of each image were shown in fig.10
7. A collection process was applied for each scene data with the PCA of that scene. Then the resulted raster is illustrated in fig. 11.
8. Perform normalization technique (i.e. Using Unique Values Criterion) on the resulted raster of collection process pixel values (as shown in fig. 12) to produce different ranges of classes to make the account process of each class be possible.
9. The classification process was applied of each resulted raster from the Unique Values Criterion process by the symbology in the properties day lock box, as shown in fig. 13
10. The account of each class pixels was multiplied by the spatial resolution value for each satellite image to calculate class area for each of them. These calculations are illustrated in bellow.

The length of each block = 181.4 m
The width of each block = 228.8 m
The total area of each block = 41504.32 m²

The selected green and other regions = The total area of any block – The extracted areas from the block

Then the results of the calculation are illustrated below in table1:

### RESULTS AND DISCUSSION

The utilized data (images of Landsat-8 satellite) were chosen to be the studied regions for this paper. These two images are a high spatial resolution images (0.5 meter*0.5 meter for the pixel). As shown in the steps of the methodology that the extraction technique was done to reduce the mix among classes then the PCA technique was applied too for each scene to de-correlate the data then the classification process was applied successfully and the pixels of the green areas were appeared clearly in each scene. These steps give a perfect result for this type of image to avoid the high redundancy among the pixels and reducing them to minimize the mix among the classes. Table-(1) represents the number of points (pixels), the area of each class and the percentage of classes’ areas obtained by implementing the classification method.

### CONCLUSION

High-resolution satellite images, up to a few centimeters in diameter, can be defined as rich images in fine detail, but these details are highly correlated. It is very useful when dealing with such images to apply PCA technique, especially in the field of classification because it is very effective to transform the image data to uncorrelated data by reducing the high redundancy among the pixels. The application of the PCA technique in ArcGIS is very easy and perfect, for two important rezones first is the high construct of the facilities of the image data and the second is the possibilities offered by the ArcGIS program for many technologies In the past has been more complicated steps to let be applied because the pre-processing of multi-temporal satellite images are less developed than it is now
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Table 1: Illustrated results of the calculation

<table>
<thead>
<tr>
<th></th>
<th>The green regions</th>
<th>The other regions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of pixel region</td>
<td>The area</td>
</tr>
<tr>
<td>2003 scene</td>
<td>68653</td>
<td>17163.25 m²</td>
</tr>
<tr>
<td>2017 scene</td>
<td>53387</td>
<td>13346.75 m²</td>
</tr>
</tbody>
</table>

Figure 1: A calculated ellipse is Bounding the points in the scatter-plot
Figure 2: A determination of the ellipse major axis was done
Figure 3: Illustrates the calculated orthogonal perpendicular line to PC1.
Figure 4: The northern outskirts of Baghdad province, north of Fahama sub-district, Hei_Ur in 2017.

Figure 5: The northern outskirts of Baghdad province, north of Fahama sub-district, Hei_Ur in 2002.

Figure 6: The extraction process of the interested region in each scene.
Figure 7: The resulted two scenes of 2017 and 2002 after the extraction process

Figure 8: The application of a mask polygon shape file process on the 2017 and 2002 two extraction scenes to extract the shadow regions

Figure 9: The resulted two extracted scenes of 2017 and 2002 after the extraction process of the shadow regions
Figure 10: The resulted PCA raster of each image

Figure 11: The resulted raster of each image after the collection process application

Figure 12: The Unique Values Criterion process application of each resulted raster from the collection process
Figure 13: The classification process application of each resulted raster from the Unique Values Criterion process.
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ABSTRACT

A study on the socio-economic profile of pet bird owners and details of birds maintained as pets by the pet bird owners was taken up in Ernakulam district of Kerala. Data were collected from pet bird owners in their own premises by personal interview using a pre-tested questionnaire. Mainly the owners of the dogs were the male members of the family. Self-employed people and businessmen were more interested in bird keeping. Pigeons were the most preferred variety followed by budgerigars. The number of birds owned per household was 1-50 for than half of the households surveyed. The birds were mostly kept for recreation and business purpose.

Keywords: Socio-economic profile, bird keeping, self-employed people, pigeon keeping

INTRODUCTION

Rearing of pet birds not only act as a tool for stress alleviation in the modern society but also open an avenue for entrepreneurship for unemployed youth. Pet bird owners are on the increase here in India. There are more than 400 varieties of pet birds to choose from. Birds remain the most popular specialty or exotic pet, second only to fish. Although birds have been popular as pets for thousands of years it is now easier than ever to maintain them successfully. The wide range of prepared foods enables bird keepers to offer all types of birds a balanced diet and modern equipment and accessories have greatly eased care, feeding, and breeding of all species. Even though pet bird population is increasing in India, systematic studies on distribution, management, and marketing of pet birds are scarce and scanty. Statistics on pet bird population in India or in Kerala is not available. The information regarding the management practices followed at the household level is meager. Hence it is a need of the time to develop certain strategies to augment this sector. The present study was conducted to analyze the socio-economic profile of pet bird owners of Kerala and the distribution pattern of pet birds, taking Ernakulam district as a sample.
MATERIALS AND METHODS

A total of 33 pet bird owners from Ernakulam district of Kerala who maintain pet birds were surveyed. A purposive random sampling method of survey utilizing a structured questionnaire and personal interview was conducted in the study area. Details regarding breeding, feeding, housing, management, marketing, health status and disease problems of pet birds were studied. A detailed questionnaire was prepared to incorporate the details regarding the socio-economic profile of the pet bird owners and the management details such as selection of birds, housing, feeding, breeding, health care, training, welfare and major constraints in bird keeping. A pilot study was also carried out to test the efficacy of the questionnaire. The data collected were analyzed for mean and standard error using SPSS package and the results were categorized and tabulated [1].

RESULTS AND DISCUSSION

The average age of pet bird owner was 41.88±2.11 years. This is almost in agreement with the finding of Anderson [2]. He reported that the bird owners are in the age range of 41 to 50. This also indicates the need for attracting men and unemployed youth to the sector. The average family size was 4.06±0.2 numbers. Mainly self-employed (48.4 percent) and businessmen (18.1 percent) were engaged in pet bird rearing. 12.1 percent of the owners were private employees, 9 percent were students and 6 percent each were un-employed and retired people. This may be because self-employed and businessmen are getting more spare time for taking care of the birds than the employed people. Bird owners were the male members of the family in 93.9 percent of the households surveyed. This result is in contrast to the findings [2, 3, 4]. According to those three studies in the US, the majority of the bird owners were females. The male dominating family structure existing in Kerala and the socio-cultural difference may be the reasons for such a result. Lack of awareness on the prospects of pet bird rearing among women may be the other reason. Among all, 60.6 percent of the bird owners were undergraduates, 15.1 percent were having high school education, 3 percent were diploma holders, 3 percent were postgraduates, 6 percent were professionals, 6 percent had higher secondary education and 6 percent had lower primary education only. The female bird owners were found to be unemployed.

The financial status of the pet bird owners was also surveyed. About 24 percent of the pet bird owners reported to had an annual income above 2 lakhs, 42.4 percent had it ranging between one and two lakh rupees, while 30.3 percent had a range of fifty thousand to one lakh whereas 3 percent had less than fifty thousand rupees. This finding is in accordance with findings of American Veterinary Medical Association (AVMA) survey [4], that household income levels were not a big determining factor in the ownership of birds. More than fifty percent (54.5%) of the pet bird owners had land holdings less than 10 cents, 12.1 percent had 10-20 cents, 27.2 percent had 20-50 cents and 6 percent had 1-2 acres. This is due to the fact pet bird rearing is more oriented towards the peripherals of the urban area where individual land holdings may be lesser compared to rural areas. Pet bird rearing is an important entrepreneurial opportunity for persons with fewer land holdings in Kerala. A total 42.4 percent of the owner’s practices animal husbandry in their land, 9 percent practice agriculture, 9 percent practice both agriculture and animal husbandry while 39.4 percent were not practicing both.

Nearly 27.2 percent of the pet bird owners had 1-2 years of previous experience in bird keeping, 24.2 percent had 5-10 years, 24.2 percent had 10-20 years, 12 percent had 20-30 years and 6 percent each had 30-40 and more than 40 years of experience. None of the pet bird owners had attended any training programme in bird rearing. All the owners had the opinion that there is a need for institutional training regarding pet bird rearing and management. Non-availability of training facilities in any of the institutions in Kerala may be the main reason for this. This calls for the urgent need for starting such training programs in educational institutions. The number of pet bird owners surveyed was 33. For 91 percent of the owners, pet bird rearing is an auxiliary occupation while for 9 percent it is the main occupation. Nearly 60.6 percent of the owners had registered the birds with Kerala Pigeon Society i.e. 60.6 percent of the pet bird owners surveyed had social participation. Seventy-five percent of the members of the Kerala Pigeon Society always
attended the meeting of the organization conducted on second Sundays of every month. There will be seminars, shows and sales of birds in these meetings while 20 percent of the owners attended the meeting sometimes whereas 5 percent never attended the meeting. The occupation pattern of the bird owners is presented in Figure 1. The details pertaining to holding and distribution pattern of birds surveyed are presented in Table 1. Almost half of the pet bird owners (51.5 percent) had less than 50 birds, 30.3 percent had 51-100 birds, 3 percent had 100-150 birds and 6 percent each had >300 and >500 birds. The most preferred variety of birds was Pigeons followed by Budgerigars. Cockatiels, African lovebirds, finches, Diamond Doves, Pheasants, African grey parrot were also reared by some owners. Some of the popular birds reared are presented in plate 1. The male and female ratio of the birds reared was almost 50 percent. This result is in contrast to the findings by the American Veterinary Medical Association (AVMA) survey (2002), Anderson (2003) and Gaskins et al (2011). According to those three studies in the US, the majority of the bird owners were females. The male dominating family structure existing in Kerala and the socio-cultural difference may be the reasons for such a result. Lack of awareness on the prospects of pet bird rearing among women may be the other reason
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Table 1. Details of pet birds maintained by pet owners in Kerala

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Variables</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td><strong>Number of birds per household</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1-50</td>
<td>51.5</td>
</tr>
<tr>
<td></td>
<td>51-100</td>
<td>30.3</td>
</tr>
<tr>
<td></td>
<td>101-200</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>300-400</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>&gt;500</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td><strong>Pigeons</strong></td>
<td>75.7</td>
</tr>
<tr>
<td></td>
<td><strong>Budgerigars</strong></td>
<td>39.4</td>
</tr>
<tr>
<td></td>
<td><strong>Cockatiels</strong></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td><strong>African lovebirds</strong></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td><strong>Finches</strong></td>
<td>9</td>
</tr>
<tr>
<td></td>
<td><strong>Diamond doves</strong></td>
<td>12.1</td>
</tr>
<tr>
<td></td>
<td><strong>Pheasants</strong></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td><strong>African grey parrot</strong></td>
<td>3</td>
</tr>
<tr>
<td>2.</td>
<td><strong>Type of birds owned</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td><strong>Sex of the birds (%)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>50</td>
</tr>
</tbody>
</table>
Figure 1. Occupation pattern of the pet bird owners in Ernakulam
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ABSTRACT

Biologically synthesis of metallic (AgNPs) nanoparticles was used instead of the physical and chemical approaches. In this work, AgNPs were synthesized by using banana peels extract (BPE) as a (reducing agent) was achieved by using microwave oven. Plant extracts are non-toxic, inexpensive, eco-friendly and thus can be an economic and efficient alternative for the large-scale synthesis of nanoparticles. BPE was found to reduce the silver ions (Ag+ to Ag0) and capping agent. The AgNPs were prepared by reaction of BPE with silver nitrate as aqueous solutions (AgNO3) when the reaction conditions were altered the concentration of AgNO3, BPE content, pH and reaction time in microwave oven. The formation of AgNPs was confirmed by UV–Vis spectroscopy, XRD, TEM, AFM, DLS, Zeta potential and FTIR. AgNPs showed effective antibacterial activity against Gram-positive and Gram-negative bacteria.

Keywords: Silver nanoparticles; Biomaterial; Green synthesis; Biosynthesis; Banana peels extract; Quantum confinement effect; Antibacterial.

INTRODUCTION

Nanotechnology represents the activities of atoms and molecules. Noble metallic nanoparticles have now become the subject of focused research1. It is known that the chemical routes use toxic chemicals to synthesis of nanoparticles. The need in this time; Is the development of methods for the synthesis of nanoparticles by environmentally benign methods. Researchers in this field are eagerly looking into biological systems for non-toxic or environmentally...
friendly systems The biologically systems of the microorganisms and plant origin have provided ecofriendly methods for the synthesis of nanoparticles (NPs). The fabrication, characterization and application of biologically synthesized nanomaterials have become an important branch of nanotechnology. Bioinspired techniques frequently lead to the synthesis of nanostructures that are uniform in the size and shape. The attempts of biosynthesis of nanoparticles were started as the physical and chemical processes were costly. It was observed that in many times, chemical synthesis methods lead to the presence of some of the toxic chemicals absorbed on the surface of nanoparticles that may have adverse effects in medical applications. This problem can be resolved by synthesizing nanomaterial’s by green methods. Green synthesis provides advancement over chemical and physical methods as it is cost effective, environment friendly, rapid and easily scaled up for large scale synthesis and in this method there is no need to use high pressure, energy, temperature and toxic chemicals. Biological entities have been shown to serve as both reducing and stabilizing agents for the synthesis of metallic nanoparticles. Among the different categories of biological compounds, phytochemicals are emerging as a useful natural resource for the fabrication of metallic nanoparticles. Several biologically systems including bacteria, fungi and algae have been used in this regard. In comparison with microbes, plant synthesis of nanoparticles provides an environmentally friendly alternative to large quantities of nanomaterials, does not contain harmful chemicals, eliminates the detailed process of preserving cell cultures, facilitates product retrieval and also presents a dual nature such as noise reduction and reduction at same time. Using plant can be suitably scaled up for large-scale synthesis of nanoparticles, the prospect of using plant for the synthesis of the nano-sized metals at ambient conditions, without any additive protecting nanoparticles from aggregating, template- shaping nanoparticles or accelerants like ammonia.

Plant materials such as Pomegranate Polyphenols, Murraya koenigii, Calotropis gigantean, Ananas comosus, Acacia leucophloea and Glucose have been used as fuels to synthesize various nanomaterial’s. The methods that using plant extracts include phytochemicals which is act as a reductant agent in the presence of metal salts. All that indicate the formation of size of nanoparticles depende of source, the structure and the weretype of phenolic phytochemical. The wastes of fruit are highly perishable, seasonal and it’s a problem for the processing industries. Can be recovered this problem by utilizing its high value compounds, including the dietary fiber fraction that has a great potential in the preparation of the functional foods whereas bananas are consumed all over the world, after consumption of the pulp, the peels in general are discarded. Banana is herbaceous plant and belongs to Musaceae family which is originated from the tropical area of south Asia. However, the peel of banana represent 40% of the total weight of the fresh banana and the peel are often discarded as waste product after the inner flesh portion is eaten. The peel of banana contains Potassium, Calcium, Sodium, Iron, Manganese, Copper, Bromine, Rubidium, Strontium, Zirconium and Niobium, they are also the good sources of polyphenols, carotenoids, dietary fibre, proteins, essential amino acids, polyunsaturated fatty acids and other which possess diverse beneficial effects on human health and consider as a good source of antioxidants for foods and functional foods against cancer and heart disease, is used for allergies and skin irritations as a good home remedy. Banana peel can be utilized for various useful applications such as bio-fuel manufacturing, bio-sorbents, pulp and paper making, cosmetics, energy related activities, organic fertilizer, environmental cleaning, biotechnology related processes and in nanotechnology.

Silver nanoparticles are important materials that have been studied extensively, its play a thoughtful role in the biology and medicine fields. It’s can be synthesized by various physical, chemical and biological methods. Such nanoparticles possess unique electrical, optical as well as biological properties and are thus applied in catalysis, biosensing, nanodevice fabrication, imaging, molecular diagnostics, in therapiers, drug delivery, in medicine also in devices which used in several medical procedures, antibacterial agents in the health industry, textile coatings, food storage and a number of environmental applications. Although many of new antibacterial agents development in the last few decades; none of them have been improved its activity against multidrug-resistant bacteria. Recently, nanotechnology has very important in the biomedical areas and pharmaceutical as alternative antibacterial agent strategy because re-emergence the appearance and infectious diseases of antibacterial-resistant strains especially within gram negative bacteria. There is an increasing interest for silver nanoparticles on account of the antimicrobial properties. Silver is a nontoxic, safe inorganic antibacterial agent that is capable of killing about 650 types of diseases...
causing microorganisms. Silver products are known for its sturdy inhibitory and bactericidal effects, in addition to a wide spectrum of antimicrobial activities, which has been practiced to prevent and treat various diseases, most notably infections. They are also being projected as generation antimicrobial agents in a future. This study was carried out to synthesize AgNPs by a Biogenic method by using the banana peels extract as an inexpensive source, abundantly available and as a waste. The present study differs from earlier reports by using microwave oven. Microwave oven saves time, fast-paced, distributes the heat evenly, retains the vital basic components in the plant which works as a reducing and stabilizing agent for the development of nanoparticles as well as to improve the structural properties of nanoparticle such as the size, uniformly distributed and stability of particles, and the optical properties of nanoparticle such as the Surface Plasmon Resonance (SPR) and optical band gap (Eg). In addition, the nanoparticles have been characterized utilizing UV-Visible spectroscopy, X-Ray diffraction (XRD), Transmission Electron Microscopy (TEM), Atomic Force Microscopy (AFM), Dynamic Light Scattering (DLS), Zeta Potential (ZP) and Fourier Transform Infrared Spectroscopy (FT-IR) analysis. Besides, an application of these nanoparticles that are biologically synthesized as antibacterial agents Gram-positive bacteria (Staphylococcus aureus) and Gram-negative bacteria (Pseudomonas aeruginosa, klebsiella pneumonia and Escherichia coli) has also been investigated with different concentrations of AgNPs.

MATERIALS AND METHODS

Preparation of Fresh Banana Peels Extract (BPE)

Banana Peels Extract (BPE) was prepared according to with slight modification; which include the use of microwave oven to cut short the time also to preserve the vital resources in the banana peels. Fresh banana was washed repeatedly three times with tap water and three times with distilled water for remove the dust and any organic impurities present in it. Then, the banana peels that remains after the pulp is been consumed were removed and dried on paper toweling and cut it into small pieces (Figure 1, A). To prepare aqueous BPE, about 100 g of the banana peels were taken into a 250 mL beaker contained 100 mL of distilled water and then the peels were boiled in the microwave oven (700W, 2.45GHz) for 2 min. After that, the peels were crushed and the solution thus formed was filtered by a gauze swabs to remove insoluble fractions and macromolecules. This filtrate was treated with equal volumes of chilled acetone and the resultant precipitate was centrifuged in 1000 rpm for five min. This precipitate was resuspended in distilled water and stored in refrigerator at 4°C for used in further experiments. This extract was used as a reducing aswell as stabilizing agent for development metallic silver nanoparticles.

Synthesis of the Silver nanoparticles from BPE

AgNPs were synthesized according to the procedure of with slight modification. AgNPs were synthesized by using Microwave oven; this shortens reaction time and produces nanoparticles with uniformly sized. Silver nitrate (AgNO3) was the source of silver in all experiments; it was dissolved in distilled water. In a typical reaction procedure, mixture contained 2.5 mL of peels extract was added to 47.5 mL of 2.25 mM aqueous solutions of silver nitrate. The reaction mixture was kept for incubation in a microwave oven (700W, 2.45GHz) for 190 sec under static conditions till the resulting solution colour changes from pale yellow to reddish brown (Figure 1, B). The change in colour indicates the reduction of silver ions. No additional reducing agent or surfactants were needed for the synthesis of AgNPs. After that, the AgNPs which formed in the reaction solution were recovered by centrifuged at 13,000 rpm for 10 min, the supernatant was discarded and their pellets were re-dispersed in distilled water to get rid of any uncoordinated biological molecules. The centrifugation and re-dispersion in distilled water was repeated twice to ensure better separation of free entities from the AgNPs. The reaction conditions were altered to study the effect that on the nanoparticle synthesis with respect to concentration of silver nitrate (1.0, 1.25, 1.50, 1.75, 2.0, 2.25 and 2.50 mM). The BPE content was varied (0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5 and 4 mL) while keeping the AgNO3
concentration at a level of mM. The effect of pH was studied by adjusting the pH of the reaction mixtures (2.5 mL BPE, 2.25 mM AgNO₃) to 2.0, 3.0, 3.5, 4.0, 4.5, 5.0 and 6.0. To study the effect of reaction time was evaluated by incubating the reaction mixtures with optimum composition containing 2.5 mL BPE, and 2.25 mM AgNO₃ at pH 6 for (40, 70, 100, 130, 160, 190 and 220 sec) in microwave oven. The total volume of mixture reaction for all experiments was 50 mL (includes Banana peels extract as well as aqueous solutions of silver nitrate).

UV-Vis spectra analysis of the Silver nanoparticles

It is generally recognized that UV–Visible spectroscopy could be used to examine size and shape of controlled NPs in aqueous suspensions. The Ultraviolet–Visible spectra of the bioreduction AgNPs were monitored periodically as a function of wavelength within range from 190 to 1100 nm by using UV- VIS Spectrophotometer (UV-1800 Shimadzu, Japan). For the sample analysis, one mL of the sample in a cuvette was diluted to two mL with distilled water. The UV-Vis spectra for the resulting diluents were monitored for all samples prepared at a resolution of 1 nm at room temperature. UV-Vis spectroscopy indicated a strong Surface Plasmon Resonance band at 410 nm and thus indicating the fabrication of AgNPs.

Characterization of the Silver nanoparticles

In order to study the structural properties of AgNPs, the crystalline structure was recorded by X-ray diffractometer (XRD-6000, Shimadzu, Japan), the source of radiation is Cu (kα) with wavelength of (λ=1.5405Å), voltage 60 kV and current 80 mA, at scanning speed of 5 degree/min in 20 range from 20° to 80°, these measurements were carried out on dried and finely grounded samples on Nano-Filter paper. The size and shape of the silver nanoparticles were determined by TEM and AFM. For TEM, a drop of aqueous the silver nanoparticles samples was loaded on a carbon coated copper grid, and it was allowed to dry in room temperature, the micrographs were monitored by use TEM (model CM120, Phillips Holland) can be operated up to 120 KV. The surface morphology, particle size distribution and root mean square of roughness of the AgNPs were performed by using atomic force microscope AFM (AA3000 Scanning Probe Microscope SPM, tip NSC35/AIBS from Angstrom Advanced Inc., USA). The average particle size of the Silver nanoparticles in aqueous medium was used to determine hydrodynamic diameter by DLS (Brookhaven NanoBrook 90 Plus, USA). Besides, the particle size distribution and a surface charge of AgNPs were determined by Zeta Potential Analyzer (Brookhaven NanoBrook ZetaPlus, USA). In order to determine the functional groups which present in biomolecules in the plant extract surface and their possible involvement in the synthesis of silver nanoparticles, Fourier Transform Infrared (FTIR) Spectroscopy measurements was carried out. The test samples were independently dried and blended with KBr to obtain a pellet. The FTIR Spectrometer where detected by used (TENSOR 27, Bruker Optik GmbH, Germany) ranging from 400 to 4000 cm⁻¹.

Activation and preparation of the Bacterial isolates

The bacterial isolates used in this study were obtained from Department of Biotechnology, College of Science, University of Baghdad, they were Gram-positive bacteria (Staphylococcus aureus) and Gram-negative bacteria (Pseudomonas aeruginosa, klebsiella pneumonia and Escherichia coli) were used to evaluate the antibacterial activity of prepared silver nanoparticles. Bacterial isolates were streaked on brain heart infusion agar and incubated for 18 hours at 37°C. Then single colony was picked up from media plate and inoculated into 5 mL of brain heart infusion broth then incubated for overnight at 37°C.

Antibacterial Activity of the Silver nanoparticles

The antibacterial efficacy of the biogenic synthesized silver nanoparticles was investigated utilizing agar well diffusion method against each of the previously mentioned microorganisms. The tested bacteria were swabbed
uniformly on Mueller Hinton agar plates employing sterile cotton swab, then four wells of 6-mm diameter were made employing sterile well borer. Freshly synthesis of AgNPs solutions (prepared with 2.5 mL of BPE, 2.25 mM of AgNO\(_3\) at pH 6.0 incubated for 190 sec) samples (50µL) with various concentrations (70, 35 and 17.5 µg mL\(^{-1}\)) were added into the corresponding wells. The samples were then incubated overnight at 37\(^\circ\)C. After the incubation period, the zone of inhibition (in mm diameter) was observed and tabulated. After the incubation period, positive test results were registered when a zone of inhibition (in mm diameter) was observed around the well.

### RESULTS

Visual observation and UV-Vis spectra analysis

The formation of the microwave accelerated green synthesis of stable Silver Nanoparticles was monitored with color change and UV-Vis spectroscopy. The preliminary detection of silver nanoparticles was carried out by visual observation of the color changes of the reaction solutions. These changes were attributed to the excitation of Surface Plasmon Resonance (SPR) in the metal nanoparticles. Noble metals are known to exhibit unique optical properties due to the property of Surface Plasmon Resonance (SPR)\(^3\). Typically, UV–Vis spectroscopy is used for observed SPR. Characteristic Surface Plasmon Absorption band was investigated at 410 nm for the reddish brown colored, indicating the generation of silver nanoparticles (Figure 2, A), due to the reduction of silver metal ions Ag\(^+\) into silver nanoparticles Ag\(^0\) via the active molecules present in the BPE\(^3\).

Effect of silver nitrate concentration

Silver nanoparticles synthesized from silver nitrate with different concentrations ranged from 1.0 to 2.50 mM were observed color change from yellowish brown to light reddish brown colors. The SPR peak of AgNPs became distinct with increased of concentration for AgNO\(_3\), the maximum peak intensity was obtained at 2.25 mM of silver nitrate (Figure 2, B). A variation in the metal salt concentration and biological material is known to influence nanoparticle synthesis\(^3\).

Effect of BPE

AgNPs synthesized from 2.25 mM of AgNO\(_3\) with banana peels extract concentration (0.5-4 mL) was observed the reaction mixtures containing 0.5, 1.0 and 1.5 mL of BPE developed a light reddish brown color, while those containing 2.0 up to 4.0 mL of BPE developed darker reddish brown color. The SPR peaks were proportionally more intense and From (Fig. 2, C) it was found that from Ag \(^+\) ions the optimal concentration of AgNPs was 2.50 mL. There was also a small increase in the intensity of the SPR range from 0.5 to 4 mL. The increase in SPR band intensity is because the fabrication of more AgNPs due to of high initial concentration of Ag\(^+\) ions. According to Mie’s theory, only a single SPR band is expected in the absorption spectra of the spherical metallic nanoparticles, whereas anisotropic particles could give rise to two or more SPR bands, this depending on the particles shape\(^3\), our results, suggest that our silver nanoparticles were spherical, as a result of the emergence of one peak for SPR.

Effect of pH

The effect of pH on the formation of AgNPs was evaluated by UV–visible spectroscopic studies and is given in (Figure 2, D). The color of reaction mixture and the intensity of the SPR peaks were pH dependent; when the reaction was conducted at pH 2.0 neither color change nor characteristic SPR peak of silver nanoparticles were observed. At pH values 2.0-4.0 we obtained a white precipitate and we not observed color change also. We observed varying shades of reddish brown color at pH values 4.5-6.0. The highest color intensity was obtained at pH 6.0. It is clear that the
manufacture of nanoparticle depends mainly on the pH of the reaction medium. The absorption value gradually increased with the pH increase in the range from 2 to 6, indicating that the composition of the nanoparticle particles is high in the basic pH of the acid pH. The formation of nanoparticles is rapid, neutral, and the primary pH may be ionization of the phenolic group present in the extract. The slow rate of formation and aggregation of AgNPs at acidic pH could be related to electrostatic repulsion of anions present in the solution. In agreement, reported that at pH 2.0 no reaction occurred while at pH 11 highly monodispersed nanoparticles were obtained with an average size of 23 ± 2 nm. A variety of biomolecules are postulated to be involved in biological nanoparticle synthesis, such biomolecules are likely to be inactivated under the extremely acidic conditions (pH 2.0).

Effect of incubation period in Microwave oven

Spectroscopy of reaction solutions were registered after 40, 70, 100, 130, 160, 190 and 220 sec consecutively. The spectroscopy show that there was an increased in the intensity of absorbance with the increased of concentration of AgNPs with the reaction time (Figure 2, E). The intensity of the reddish brown color was directly proportional to the incubation time of reaction mixture. The rate of silver ions reduction was walking slowly during the first 40 sec, as described by the low AgNPs that were synthesized by the biologically method using the Debye-Scherrer equation: absorbance values in wavelength 410 nm and in color intensity. Tangible increase in the absorbance together with color intensity was detected after longer time periods up to 220 sec. We obtained the maximum reduction of silver ions after 190 sec. This increasing in absorbance along with color intensity can be ascribed to an increasing in the number of silver nanoparticles with time. It has been reported that the time required for complete reduction of the metal ions during biosynthesis of metal nanoparticles using bacteria and fungi range from 24 to 124 h. The rapid generation of nanoparticles was owing to the preparation in microwave oven and excellent reducing potential of the active components of banana peel extract and their polymeric stabilization within a narrow size spectrum.

 Optical band gap of the Silver nanoparticles

We calculated absorption coefficient (α) witch associated with the strong absorption region of the sample from absorbent (A) and the thickness of sample (t) by using the relation:

\[
\alpha = \frac{2.303A}{t} \nabla (1)
\]

Whereas the optical band gap of AgNPs was calculated using the Tauc relation:

\[
\alpha = \frac{B(hv-Eg)^n}{hv} \nabla (2)
\]

Where, \(\alpha\) is the absorption coefficient, \(B\) is a constant, \(hv\) is the energy of incident photons and exponents \(n\) whose value depends upon the type the transition which may have values 1/2, 2, 3/2 and 3 corresponding to the allowed direct, allowed indirect, forbidden direct and forbidden indirect transitions, respectively. Figure 3, A,B showed the variation of \((\alpha hv)^{1/2}\) vs. photon energy, \(hv\) for Ag nanoparticle for the sample that attended in the standard conditions (synthesized with 2.5 mL of BPE, 2.25 mM silver nitrate at pH 6.0 incubated for 190 sec), with \(n\) values of 1/2 and 2, respectively. We calculated a allowed direct and indirect band gap of AgNPs to be 4 and 3 eV, respectively. These values very higher than reported values as zero eV in bulk silver and 2.6 eV in silver dimer nanoparticles. The increasing in the band gap of the AgNPs with the decreasing in particle size may be due to a quantum confinement effect.

X-Ray diffraction (XRD) analysis

The crystalline nature of Ag nanoparticle for the sample that attended in the standard conditions (synthesized with 2.5 mL of BPE, 2.25 mM silver nitrate at pH 6.0 incubated for 190 sec) was confirmed through X-ray diffraction.
pattern analysis. This used to characterize crystallographic structure, preferred orientation and grain size. XRD analysis showed numbers of Bragg reflection peaks at 2θ values of 38.47°, 44.43°, 64.25° and 77.15° (Figure 4, A), which correspond to crystal facets of (111), (200), (220) and (311) planes of the face-centred cubic (FCC) structure of silver, respectively. XRD results clearly showed that the AgNPs formed by the reduction of Ag⁺ ions by the banana peels extract were crystalline in nature which is in agreement with the standard diffraction pattern of JCPDS No. 89-3722. A few unassigned peaks (28.06°, 32.52°, 46.66°, 54.98° and 67.85°) were also found along with the characteristic peaks. May be these Bragg peaks have resulted due to the organic compounds which are present the extract and responsible for silver ions reduction and stabilization of resultant nanoparticles. Can be calculated the average particle size for AgNPs that were synthesized by the biologically method using the Debye-Scherrer equation:

\[ D = \frac{K\lambda}{\beta \cos \theta} \]  

Where: \( D \) is the mean size of the ordered (crystalline) domains, which might smaller or equal to the grain size, \( K \) is a dimensionless shape factor, with a value close to unity. The shape factor has a typical value of about 0.9, but varies with the actual shape of the crystallite, \( \lambda \) is the X-ray wavelength and \( \beta \) is the line broadening at half the maximum intensity (FWHM), after subtracting the instrumental line broadening, in radians. This quantity is also sometimes denoted as \( \Delta (2\theta) \), and \( \theta \) is the Bragg angle. It was found that the average size was approximately 12 nm.

Transmission Electron Microscopy (TEM)

Transmission electron microscopy (TEM) has been employed to characterize the size, shape, and morphology of the biosynthesized silver nanoparticles. The image obviously showed that particles size was in the range from 8 to 14 nm as clearly in (Figure 4, B). The larger AgNPs might because the aggregation of the smaller ones, due to the TEM measurements. These results detected that the particles have spherical shape and it’s uniformly distributed (mono dispersed) without any important agglomeration. It is evident that Ag nanoparticles were highly stabilized by using BPE as well as Microwave oven. Radiation by microwave creates the uniform size of nanoparticles owing to the homogeneous heating of the media, that rise the accelerate nucleation reaction of nanoparticles in addition to depletion energy is lower by microwave method in comparison with classical heating method.

Atomic force microscopy (AFM)

The aqueous silver nanoparticles sample was deposited on a glass substrate, and it was allowed to dry in room temperature. The AFM images were used to characterize the structure morphology and size of the AgNPs. Figure 4, C showed lateral and 3D AFM image for the biosynthesis Ag nanoparticle. From AFM pictures we can see that the size of nanoparticles is bigger. The sizes of nanoparticles obtained from the AFM images appear bigger than the values that we get from XRD and TEM measurements. We interpret those results to several reasons; first explanation relates the Silver nanoparticles tend to form aggregates on the surface during deposition. Second explanation related to the shape of the tip AFM may cause misleading cross sectional views of the sample. So, the width of the nanoparticle depends on probe shape. The resultant images for AgNPs were showed have spherical shape. The particle size of the AgNPs was found to be more or less homogenous in size and its size were found to be 49 nm.

Dynamic Light Scattering (DLS) measurements

Can be determined the average particle size by DLS method. DLS was employed to analyzing quantitative size distributions and a more precise quantity of monodispersity in colloidal solutions. The average particle size was found to be 13.5 nm as revealed in the size distribution graph (Figure 5, A). As it is clear there high homogeneity of the AgNPs produced. The result of DLS confirming the results were obtained by XRD and TEM. The size of the
particle was very close to the results of TEM and XRD. By compared with who used banana peels extract to prepare Ag nanoparticles, the result of DLS was 23.7 nm. Maybe the size improvement due to use Microwave oven.

**Zeta Potential (ZP)**

The stability of the biosynthesized AgNPs obtained from Banana peels extract were performed by using Zeta potential analysis (Figure 5, B). Zeta potential values reveal information regarding the surface charge and stability of the synthesized AgNPs. We found that the zeta potential value of the colloidal solution to be -32.45 mV, indicating the stability of the synthesized nanoparticles. This stability may be attributed to the complex composition of the Banana peels extracts that may have acted as coating agents for the AgNPs. In comparison with other published processes for the synthesis of AgNPs, the current preparations did not require additional steps for coating to make the AgNPs stable and to prevent aggregations.

**FTIR Spectroscopy analysis**

We identified functional groups to extract cortices and predict their role in the formation of AgNPs using FTIR analysis. The band strength was analyzed in different regions of the spectrum for BPE and Ag nanoparticles (this before and after interaction with AgNO3, respectively) and shown in Fig. 5, C. The figure illustrate shifts in the following peaks: 3427 to 3436, 2928 to 2923, 2345 to 2341, 1605 to 1626, 1056 to 1033, 773 to 772, and 470 to 463 cm⁻¹. We note that the broad and intense absorption peak at about 3427 cm⁻¹ corresponds to the O-H expansion vibrations of phenols and carboxylic acids. The shift from 3427 to 3436 cm⁻¹ may refer to the participation of the O-H functional group in the AgNPs installation. The peak at about 2345 cm⁻¹ is due to N-H expansion or extended C = O oscillations. The peak shift from 2345 to 2341 cm⁻¹ may be involved in that these groups participate in the process of manufacturing nanoparticles. The peak at 1626 cm⁻¹ may be assigned to C = O and stretch in the carboxyl or C = N bending in the amide group. The shift at this peak (from 1626 to 1605 cm⁻¹) indicated the potential for the participation of BMFs in the synthesis of nanoparticles. Corresponds the peak at 773 and 772 cm⁻¹ with C-H expansion of aromatic compounds. Broad peaks around 470 and 463 cm⁻¹ are associated with AgNPs with oxygen from hydroxyl groups. Banana husks consist mainly of pectin and cellulose and hemicelluloses and the functional groups associated with these polymers as well as the proteinaceous matter may be involved in reducing the silver salt to Ag0.

**Antibacterial activity of the silver nanoparticles**

Antibacterial activity has been shown to be excellent against clinically isolated human pathogens such as Gram positive bacteria viz., Staphylococcus aureus and Gram negative bacteria viz., using AgNPs viz., *Pseudomonas aeruginosa*, *klebsiella pneumonia* and *Escherichia coli* with various concentrations of AgNPs (70, 35 and 17.5 μg mL⁻¹) (Figure 6). The diameter of inhibitory zone was measured and tabulated in (Table 1). The result showed the *Staphylococcus aureus* bacteria showed larger zones of inhibition, than *Escherichia coli* bacteria compared with the *Pseudomonas aeruginosa*, *klebsiella*, which may due to the variation in cell wall composition. For Gram positive bacteria the cell wall composed of a thick peptidoglycan layer, consisting of linear polysaccharide chains cross linked by short peptides, therefore forming more rigid structure leading to difficult penetration of the AgNPs, while in Gram negative bacteria the cell wall possesses thinner peptidoglycan layer. The biologically synthesized Ag nanoparticles by using different plant extracts also showed a similar potent antibacterial activity. The high antibacterial activity is certainly because the silver cations that released from AgNPs that act as reservoirs for the Ag⁺ bactericidal agent. Big changes in the membrane structure of bacteria as a result of the interaction with silver cations lead to the increasing membrane permeability of the bacteria.
DISCUSSION

Silver nanoparticles have emerged as a typical antimicrobial nanomaterial, which applied in daily life, industry and medicine. Biosynthesis of Silver nanoparticles were produced by the direct interaction in microwave oven of silver nitrate with banana peels extract in aqueous media without the intervention of any external chemicals. The technique of using Plant extracts were ecofriendly, Inexpensive, and so can be effective and economical alternative to wide range synthesis of nanoparticles. Optimum conditions for the reaction were 2.25 mM silver nitrate, 2.50 mL BPE content, pH=6 and the reaction time was 190 sec. The formation of AgNPs was confirmed by UV–Vis absorption spectroscopy characteristic due to surface plasmon resonance (SPR) peak at 410 nm. The optical band gap of AgNPs was calculated for allowed direct and indirect band gap to be 4 and 3 eV, respectively. This is very higher than reported values as zero eV in bulk silver. The increase in the band gap of the AgNPs with the decrease in particle size may be due to a quantum confinement effect. X-ray diffraction (XRD) analysis confirmed the presence of AgNPs, it has crystalline nature with a cubic structure and the value of average grain size is about 12 nm. Transmission electron microscopy (TEM) showed mono-dispersed spherical shaped nanoparticles, confirmed the crystallinity of nano particles and the size of nanoparticles were in the range from 8 to 14 nm. Atomic force microscopy (AFM) image has proved that very helpful in the determining morphological features. Dynamic light scattering (DLS) studies revealed that the average particle size of Ag nanoparticles was found about 13.5 nm. The Zeta potential analysis (ZP) value for Ag nanoparticles obtained was -32.45 mV, indicating the moderate stability of fabrication of nanoparticles, which suggesting the BPE can be used as a reducing and stabilizing agent for the preparation of AgNPs. The presence of water-soluble organic compounds like flavonoids, polyphenols, phenol derivatives etc. in the BPE was revealed by Fourier transform infrared spectroscopy (FT-IR) spectroscopy which were found to be responsible for the reduction of Ag+ ions to Ag nanoparticles and the stabilization of particles as a capping agent. The produced AgNPs shows a clear bacterial resistance against Staphylococcus aureus, Pseudomonas aeruginosa, klebsiella pneumonia and Escherichia coli.
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Table 1: Results of the antibacterial activity of biologically synthesized AgNPs

<table>
<thead>
<tr>
<th>Name of the Microorganisms</th>
<th>Diameter of inhibition zone (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>70 µg/mL</td>
</tr>
<tr>
<td><em>Staphylococcus aureus</em></td>
<td>19</td>
</tr>
<tr>
<td><em>Escherichia coli</em></td>
<td>18</td>
</tr>
<tr>
<td><em>Pseudomonas aeruginosa</em></td>
<td>17</td>
</tr>
<tr>
<td><em>klebsiella pneumonia</em></td>
<td>14</td>
</tr>
</tbody>
</table>

Figure 1. (A) Steps of preparation process of BPE (1) A fresh Banana peels clean, (2) Cut it into small pieces, (3) Weight about 100 g of peels, (4) 100 g of the banana peels into 100 mL of distilled water, (5) After boil in the microwave oven for 2 min, (6) Crushed the peels and filtered, (7) The filtrated solution, (8) Treated this filtrate with equal volumes of chilled acetone, (9) Centrifuged for the resultant precipitate at 1000 rpm for five min, (10) The precipitate was resuspended in distilled water. (B) Volumetric flask containing samples of (1) Banana peels extract. (2) Silver nitrate. Colour change of the reaction mixture of BPE and AgNO3 indicating the formation of AgNPs (3) Before and (4) After bioreduction in Microwave oven.
Figure 2. UV-Vis absorption spectroscopy of biosynthesized silver nanoparticles as a function of the wavelength, showing the surface Plasmon resonance peak of silver nanoparticles at 410 nm (A) inset showing the color change upon formation of silver nanoparticles. (B) The effect of the AgNO3 concentration on AgNPs (1.0, 1.25, 1.50, 1.75, 2.0, 2.25 and 2.50 mM). (C) The BPE concentration was varied (0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5 and 4 mL) while keeping the AgNO3 concentration at a level of 2.25 mM. (D) The effect of pH was studied by adjusting the pH of the reaction mixtures (2.50 mL BPE, 2.25 mM AgNO3) to 2.0, 3.0, 3.5, 4.0, 4.5, 5.0 and 6.0. (E) The effect of reaction time was evaluated by the reaction mixtures with optimum composition (2.50 mL BPE, and 2.25 mM AgNO3 at pH 6.0) for 40, 70, 100, 130, 160, 190 and 220 sec.

Figure 3. (A) Variation of \((\alpha \nu) \nu^2\) with \(\nu\) for AgNPs as a function of the wavelength at \(n\) value of 1/2. (B) Variation of \((\alpha \nu) \nu^{1/2}\) with \(\nu\) for AgNPs as a function of the wavelength at \(n\) value of 2.
Figure 4. (A) XRD pattern of Biosynthesized AgNPs using BPE. (B) TEM image of bio-reduced silver nanoparticles. (C) Atomic force microscopy of AgNPs.

Figure 5. (A) Graphs showing Particle Size distribution of silver nanoparticles. (B) Graph result for zeta potential. (C) FTIR spectrums of BPE extract alone, and synthesized AgNPs using BPE.
Figure 6. Activity of AgNPs against bacteria with clear zones of inhibition with various concentrations of AgNPs (1) 70, (2) 35 and (3) 17.5 μg mL⁻¹.
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ABSTRACT

The shell model is an essential section of nuclear theory and a basic theoretical tool for the microscopic description of nuclear structure. Nuclear energy levels with even-even nucleons that were present outside closed($^{40}$Ca consider as inert core), which are occupied in fp-shell (1f$_{7/2}$,2p$_{3/2}$,1f$_{5/2}$,2p$_{1/2}$) have been studied. The use of four interactions to calculate the nuclear energy levels of $^{42}$Ca. FPD6, GXPF1 and KB3G interactions had been adopted and compared with experimental data, it’s agreement with some results are achieved, for the case of Gogny-p2 as an effective interaction to study energy levels in $^{42}$Ca through nuclear shell model and considering of full space (no core) technique of frozen occupying particles, i.e. making of particles to be active but still in its orbitals. Harmonic Oscillator potential is used to generate single particle wave functions in fp-shell and considering $^{48}_{26}$Ca as an inert core. The cod OXBASH computer programing is used to the process of this study.

Keywords: nuclear, energy levels, shell model, $^{42}$Ca, Gogny interaction, fp-shell.

INTRODUCTION

Many different microscopic and microscopic theories have been performed to study nuclei excitations. The multi-nucleon shell model with mixed configurations is one of these theoretical models. In this model, the nucleon target is imagined as an inert core with addition effective nucleons distributed over a limited number of orbits, which called model space orbit. Shell-model calculations carried out within a model-space in which the nucleons are restricted to occupy a few orbits are unable to reproduce the calculated static moments or transition strengths without scaling.
The shell model is an essential section of nuclear theory and a basic theoretical tool for the microscopic description of nuclear structure. The fundamental assumption in the nuclear shell model is that each nucleon moves independently in an average field includes a strong spin-orbit term and produced by the nucleons itself. The nucleons then arrange themselves into group of levels, the "shells", well separated from each other. According to this approximation, the nucleus is considered to be consisting of an inert core made up by shells filled up (closed shell) with neutrinos and protons plus a certain number of external nucleons called valence nucleons [1].

The $^{42}$Ca nucleus

The shell model has played an indispensable role in the study nuclear structure, since it was conceived by Mayer and Jensen. The shell model several has important and basic features such as the independence of model assumption, the usage realistic nucleon- nucleon interaction, and the common Hamilton for various types of eigenstates, and for different nuclei. The shell model continues to provide the main theoretical tool for understanding all properties of nuclei [2]. The nucleus $^{42}$Ca: have 20 protons and 22 neutrons, two neutrons play essential role in the shell model space, outer the closed shell when the inert core $^{40}$Ca is under consideration. One can say it have configured sub states energy levels. The shell-model calculations with the GXPF1 and KBG3 interaction were performed with effective charges that include a polarization isovector charge [3]. The FPD6 as an effective interaction in the isospin formalism, in fp-model space with a $^{40}$Ca core had been used to generate energy levels [4]. The isotopes of calcium lying between doubly magic $^{40}$Ca and $^{48}$Ca provide a unique laboratory probe for examining the foundation of fp shell model calculations. Available spectroscopic information on odd mass Ca isotopes, mean charge radii, excitation energies, B(E2 : 0$^+$; 2$^+$) values and electric quadruple moments of the 2$^+$ states in even mass Ca nuclei have all indicated that $^{40}$Ca was not a good closed shell nucleus. Already in 1967 it had been postulated that a breakdown of the Z = 20 shell closure, caused by the promotion of sd-shell protons into the fp-shell, was responsible for the observed spectroscopic properties [5].

The Ca isotopes have been the subjects of much experimental and theoretical interest. This is in large part due to the fact that $^{40}$Ca and $^{48}$Ca, which occupy the ends of the stable isotope series for this element, are both doubly magic nuclei within shell model theory. For this reason, knowledge concerning the structure of the ground- and excited-state charge distributions of these two isotopes is of particular value in elucidating the general systematic of nuclei in this region [6]. Nuclei with valence nucleons in the fp shell have been intensively studied and discussed in recent years following the striking progress in the development and refinement of large-scale shell model calculations [7]. The level schemes and transition probabilities were studied for $^{40}$Ca [8], the core is taken $^{40}$Ca for nuclei in the fp shell, by generating the wave functions of a given level schemes and transition probabilities in known nuclei by adopting code OXBASH [9] and FPD6, GXPF1 and KBG3 interactions[10]. Protons and neutrons interact inside the nuclei with a non integrable interaction. It was shown that is possible to reproduce the energy statistics of nuclear energy levels analyzing the fluctuations of an ensemble of nuclear states produced by random interactions. The contribution was analyzed the characteristics of the fluctuations and distributions of the energy levels in order to understand the independent scale nature of the 1/f-noise nuclear energy levels[11]. The energy distribution of calcium nucleus had been studied by several methods and it has been demonstrated its complexity. The interaction was taken as a harmonic oscillator mean field added with the monopole part realistic interaction of the KBG [12]. This interaction had been derived by minimally modifying the monopole strength in the original Kuo-Brown interaction [13]. The two body interaction (multipole part(is composed by an ensemble of random interactions (two body random ensemble or TBRE) [14]. The Hilbert space selected is the full fp shell: it is the harmonic oscillator shell for $\eta = 3$, which has demonstrated to be a very good truncation to study this nucleus. The shell model calculation is performed with the code ANTOINE [15], which works in the m-scheme. As one were interested in the evolution of the energy levels statistic, and therefore in its correlation, used the method of power spectra [16-19].
Perturbation theory

For the application of perturbation theory it is advantageous to make the influence of the residual interaction[20]:

\[ H^{(1)} = \sum_{l=1}^{A} W(k, l) - \sum_{k=1}^{A} U(k) \]  

Noticing that any product of a single-particle functions \( \Phi_a(0) \equiv \Phi_a(\{r(1)\}) \) satisfies the Schrödinger equation

\[ H(0) \Phi_a(0) = E_a(0) \Phi_a(0) \]  

The first-order perturbation theory is

\[ |\Phi_f\rangle = |\Phi_f(0)\rangle + |\Phi_f(1)\rangle \]  
\[ |E_f\rangle = |E_f(0)\rangle + |E_f(1)\rangle \]  

Where \( |\Phi_f(1)\rangle \) and \( |E_f(1)\rangle \) represent the supposedly small changes in the wave function and the energy of the unperturbed state[20].

Binding energies and excitation energies

The binding energy \( E_b \) of a nucleus is defined as the negative value of the total energy needed to decompose the nucleus into free protons and neutrons. Often the binding energy is given with opposite, positive sign. With the negative sign used here, however, there is a more direct connection with the expectation value of the Hamiltonian of the nuclear system. The absolute value of the binding energy is the largest for the nucleus in its ground state. The excitation energy \( E_x(n) \) of the \( n \)th excited state follows from the binding energy \( E_b(n) \) of the nucleus in that state taken with respect to the ground-state binding energy \( E_b(0) \)[20], i.e.

\[ E_x(n) = E_b(n) - E_b(0) \]  

A meaningful description of a nucleus can be made in terms of an inert core of closed shells and two extra nucleons in the orbit \( q \) not occupied by core nucleons (as shown in fig.1). The various terms contributing to the total binding energy of this nucleus can be written down at once from the definition of the binding energy given above as[20]

\[ E_b^\text{(core)}(\rho^2) = 2 e_\rho + E_b^\text{(1)}(\rho^2) + E_b^\text{(core)} \]  

Here the term \( 2 e_\rho \) represents the negative value of the energy needed to remove the two particles from the potential well in which they are assumed to move independently in the orbit \( q \). It is usually assumed that this potential well does not depend on the number of particles outside the core. The contribution to the binding energy from the mutual nuclear interaction of the two outer-core particles is given by \( E_b^\text{(1)}(\rho^2) \). This term depend not only on the orbit \( q \), but also on the spin \( J \)and isospin \( T \) of the two particle system. The last term, \( E_b^\text{(core)} \), represents the binding energy of the particles in the core[20]. When it is assumed that the closed-shell core is inert (i.e. it will maintain its closed-shell configuration and thus cannot be excited), it follows that the term \( E_b^\text{(core)} \) is a constant.In the case of two active particles outside a core one has

\[ H_1^{(1)} = V(1, 2) \]
And for total Hamiltonian
\[ H = H_{\text{core}} + H_{\text{sp.p.}(1)} + H_{\text{sp.p.}(2)} + V(1, 2) \] ………..(8)

The binding energy of the nucleus with two particles outside the core in the orbit \( \rho \) and coupled to spin and isospin \( \Gamma \) is given by the expectation value
\[ E_{\Gamma}^{\rho}(A) = \left\langle \phi_{\Gamma}^{(0)}(1, \ldots, A) | H | \phi_{\Gamma}^{(0)}(1, \ldots, A) \right\rangle \] ……….(9)

Of the total Hamiltonian in the state \( \phi_{\Gamma}^{(0)}(1, \ldots, A) \) of the complete nucleus.

**States of mixed configuration**

We have restricted our discussion to unperturbed states \( \phi_{\Gamma}^{(0)} \). Each of these states represents a pure shell-model configuration. For example, considering two active orbits \( \rho \) and \( \lambda \), one has pure states \( \phi_{\Gamma}^{(0)}(\rho^a\lambda^m) \) each with a given particle distribution specified by \( \rho^a \) and \( \lambda^m \) and a given set of intermediate quantum numbers \( \alpha \) and \( \beta \) with \( J_\alpha + J_\beta = J_\Gamma \) and \( T_\alpha + T_\beta = T_\Gamma [20] \).

**Energy Matrix Element With Oscillator Function:**

The Hamiltonian describing the independent motion of two particles in a harmonic-oscillator potential can be separated in \( (\eta_1, r_2) \) space and also in the relative and center of mass coordinate system of the two particles [21]
\[ H = \frac{p_1^2}{2m} + \frac{1}{2} m \omega^2 \eta_1^2 + \frac{p_2^2}{2m} + \frac{1}{2} m \omega^2 r_2^2 \] ……..(10)
\[ = \frac{p_1^2}{2m} + \frac{1}{2} m \omega^2 \eta_1^2 + \frac{p_2^2}{2m} + \frac{1}{2} m \omega^2 R^2 \]

Where the latter coordinates and their canonically conjugate momenta are [21]. It may be shown that this transformation is independent of the magnetic number \( \mu \). The transformation bracket vanishes for all combinations of its parameters which do not satisfy the total angular momentum:
\[ \lambda = \bar{l}_1 + \bar{l}_2 = \bar{\lambda} + \bar{L} \] ………………….(11)

and the degenerated eigen value (energy) in this case is [4]:
\[ E (n_1l_1, n_2l_2) = \left( 2n_1 + l_1 + \frac{3}{2} \right) \hbar \omega + \left( 2n_2 + l_2 + \frac{3}{2} \right) \hbar \omega \] ……………..(12)

The wave function \( \phi_{nl}(\vec{r}) \) describes states with energy \( \left( 2n + l + \frac{3}{2} \right) \hbar \omega \) has the form:
\phi_{nl}(\vec{r}) = R_{nl}(\alpha r)Y_{lm}(\theta, \varphi) \hspace{1cm} \text{(13)}

where \(R_{nl}(\alpha r)\) is the radial wave function and given by:

\[
R_{nl}(\alpha r) = \left[ \frac{2^{l-n+2}(2l + n + 1)!!\alpha^{2l+3}}{\sqrt{\pi} n!![(2l + 1)!!]^2} \right]^{\frac{1}{2}} \exp\left(-\frac{\alpha^2 r^2}{2}\right) r^l
\]

\[
\times \sum_{k=0}^{n} \frac{(-1)^k 2^k n!(2l+1)!!(\alpha^2 r^2)^k}{k!(n-k)!(2l+2k+1)!!} \hspace{1cm} \text{(14)}
\]

and \(Y_{lm}(\theta, \varphi)\) is the angular wave function and \(\alpha^2 = \frac{m\omega}{\hbar}\).

The single-particle energies are calculated according to [20]:

\[
e_{nlj} = (2n+l-\frac{1}{2})\hbar\omega + \begin{cases} 
-\frac{1}{2}(l+1)\langle f(r) \rangle_{nl} \text{ for } j = l - \frac{1}{2} \\
\frac{1}{2}l\langle f(r) \rangle_{nl} \text{ for } j = l + \frac{1}{2}
\end{cases} \hspace{1cm} \text{(15)}
\]

with:

\[
\langle f(r) \rangle_{nl} = -20A^{-2/3}\text{MeV}
\]

\[
\hbar\omega = 45A^{-1/3} - 25A^{-2/3}
\]

The Realistic Gogny-p2 Effective N-N Interaction

The realistic Gogny-p2 effective NN interaction, which is used in electron scattering \(V_{ns} = v(12)\) is expressed as a sum of the central potential part \(V_{12}^{(c)}\), spin-orbit potential part \(V_{12}^{(LS)}\), long range tensor part \(V_{12}^{(TN)}\), and density dependence part \(V_{12}^{(DD)}\) as follows [22]:

\[
V_{12} = V_{12}^{(c)} + V_{12}^{(LS)} + V_{12}^{(TN)} + V_{12}^{(DD)} \hspace{1cm} \text{(16)}
\]
Correspondingly, the relative momentum is

\[ \mathbf{r} = \mathbf{r}_1 - \mathbf{r}_2 \]

and

\[ \mathbf{r}_{12} = \mathbf{r}_1 \times \mathbf{r}_2 \]

is the relative orbital angular momentum, \( \mathbf{L}_{12} = \mathbf{r}_{12} \times \mathbf{r}_2 \). Correspondingly, the relative momentum is defined by

\[ \mathbf{P}_{12} = \frac{1}{2} (\mathbf{P}_1 - \mathbf{P}_2) \]

\[ \mathbf{L}_{12} = \mathbf{r}_{12} \times \mathbf{r}_2 \]

\( \mathbf{S}_1 \) and \( \mathbf{S}_2 \) are the nucleon spin operators, and \( \mathbf{S}_{12} \) is the tensor operator which is defined as [26, 27].

**RESULTS AND DISCUSSION**

Energy levels in \(^{42}\text{Ca}\) are sketched in the unit of MeV with the assigned symbol \( f_k^T \) where \( T \) represented the total spin, \( \pi \) is the parity, \( T \) is the isospin and \( k \) represents the order sequence of energy levels for the same \( (J^P T) \) state and the first order of sequence is \( k = 0 \). For the figures (2, 3), where we compare the calculated results of energy levels in \(^{42}\text{Ca}\) using FPD6, GXPF1, KB3G and Gogny-p2 interactions in comparison with exp. data, it is clear that for the case of fp-shell model space and \(^{42}\text{Ca}\) as an inert core all of the calculated results are for from agreement, but in some how the order of sequence is predicted for the produced multipoles \( f_k^T = 0^+_k, 1^+_k, 2^+_k, 3^+_k \) and \( 4^+_k \) where \( k = 0.1, 2, 3, 4 \), and our analysis about \(^{42}\text{Ca}\) is that it is a two particles system (with \(^{40}\text{Ca}\) as inert core) and from the allowed \( (J^P T) \) states there are four states with \( J=0 \), three states with \( J=1 \), seven states with \( J=2 \), four states with \( J=3 \) and six states with \( J=4 \); but the exp. data show that there are ten states with \( J=0 \), ten states with \( J=1 \), ten states with \( J=2 \), three states with \( J=3 \) and two states with \( J=4 \). So, if we compare them, we’ll predict that fp-shell model space with four orbitals \( (1f_{7/2}, 2p_{3/2}, 1f_{5/2}, 2p_{1/2}) \) will not enough and the need for extending the model space (fp) toward higher configuration, or toward the closed shell orbits, or the two options, is necessary especially when we analyses the value of \( J=0 \).

Figure (2) represented \(^{42}\text{Ca}\) energy levels scheme by use nuclear shell model with FPD6, GXPF1 and KB3G interactions (by using fp-shell model space) with inert core \(^{40}\text{Ca}\) for \( (f_k^T) \) states \( (0^+_k, 1^+_k, 2^+_k, 3^+_k \) and \( 4^+_k \)) where \( k = 0, 1, 2, 3, \ldots, 9 \), for the energy states, compared with available experimental data respectively, i.e. in ground state \( 0^+_0 \) all results are conformed with available experimental data \( (\Delta=0) \), \( 2^+_0 \) and \( 4^+_0 \) are closer with values of available experimental data, compare exp. data, \( (\Delta=2^0) \) the deviation \( \Delta=0.971, 1.113, 1.382, (at \, J = 2^0) \). Clearly, there are nearing between the energy values that’s have same \( f_k^T \) for all cases, so the FPD6 and KB3G interactions closer of available experimental data. And one find new energy states are making in high orders of \( f_k^T \).
The energy levels of calculated results are distributed over arrange of 18 MeV in comparison with the experimental one 12 MeV. Less than 3 MeV the results are in same manner expect the order of sequence, but after this region the deviation are very clearly especially for the highly angular momentum values and highly excited energy levels for the same \( j_{LT} \) multipolarities in the case of FPD6, GXPF1 and KB3G. When the use of Gogny-p2 effective interaction achieved, and the results are sketched in fig(3). The order of sequence between this option and in the comparison with experimental data (exp. data) it is clear that the order of sequence is same that of the other interactions, but it deviates in some states by the values of MeV less than that of exp. data.

Figure (3) represented \(^{42}\text{Ca} \) energy levels scheme by used nuclear shell model with FPD6, GXPF1 and KB3G interactions (with using fp-shell model space) with inert core \(^{40}\text{Ca} \) for \( (j_{LT}) s (0^+_1, 1^+_2, 2^+_3, 3^+_4, \text{and} 4^+_5) \) where \( T = 1, k = 0,1,2, \ldots, 9, T = 1 \), for the energy states, compared with results of Gogny-p2(no core) interaction. You can see conform in ground state \( 0^+ \) in all result interactions with available exp. data, i.e. compare exp. data (at \( J = 2^+1 \)) with same state of FPD6, GXPF1, KB3G and Gogny-p2 interactions, the deviation \( \Delta = 0.853, 1.648, 0.764, 0.487 \), (at \( J = 3^+ \)) \( \Delta = 1.958, 2.317, 1.72, 0.394 \), respectively. So from the result one can say Gogny-p2 interaction best of the others compare with exp. data, with some of energy states lying under the ground states and up outer of scheme range (just in Gogny-p2 interaction). Gogny-p2 interaction in frozen spsd-shell and active fp-shell will produce states lying under the ground state with energy level spacing \( \Delta = 0.15 \) MeV for \( j_{LT} \) = 4\(^+\)1, and \( \Delta = 0.4 \) MeV for \( j_{LT} \) = 2\(^+\)1, meaning that the calculated ground state is not \( j_{LT} = 0^+_1 \) but it is \( j_{LT} = 2^+_1 \), or if we unescapably consider that \( j_{LT} = 0^+_1 \) is ground state, so \( j_{LT} = 2^+_1, 4^+_1, \) is a self \( \gamma \)-ray emitting state.

CONCLUSIONS

Realistic Gogny-p2 effective interaction is very useful to reproduce energy levels in \(^{40}\text{Ca} \) especially for the low laying states.

- Shell model enhances the calculation where the particles in full shell are included and make them occupying of inert core and make the other active to reproduce nuclear properties.
- Energy levels are in fair agreement with the fitting interactions (FPD6, GXPF1 and KB3G).
- Energy levels calculated by realistic (Gogny-p2) interaction is in better agreement with exp. data, in comparison with the results of the other interactions (FPD6, GXPF1 and KB3G).
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Fig. 1. Schematic illustration of a nucleus described by an inert core and two particles in the orbit \( q \).

Fig. (2) the energy levels scheme of \(^{42}\text{Ca}\) by use FPD6, GXPF1 and KB3G interactions (by using fp-shell model space) with inert core \(^{40}\text{Ca}\) for \((l^p)_s\) even party, ten orders compare with exp. Data

Fig. (3) the energy levels scheme of \(^{42}\text{Ca}\) by use FPD6, GXPF1 and KB3G interactions (by using fp-shell model space) with inert core \(^{40}\text{Ca}\) for \((l^p)_T\) for the energy states, with results of Gogny-p2(no core) interaction.
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ABSTRACT

In this study, the electrical properties of EDLCs were investigated (Graphene) as active material as electrode. The electrodes were prepared from aluminum plates with dimensions (5×5) cm² and covered by nano graphene material with different weights (0.04, 0.06, 0.08, 0.1, 0.2 and 0.3) gm., and sodium sulphate (Na₂SO₄) was used 1.7M concentration as an electrolyte solution. The capacitor is charged with 3 volt, the method for testing these capacitors were including charge and discharge curve. The results showed an increase in the charge current by increasing the weight of graphene, while the discharge current become stable. There was an improvement in the voltage drop and an increase in storage energy.

Keywords: supercapacitor, graphene, electrical double-layer, stored energy.

INTRODUCTION

Supercapacitor (SCs) is a new device of stored energy, It has large capacitance, high power density, enhanced thermal operating ran, long cycle life, low cost of maintenance, and environment friendly [1,2]. Energy is stored in the double layer capacitor as charge separation in the double layer formed at the interface between the liquid electrolyte and the solid electrode material surface in the micro pores of electrodes after the cur when a voltage is applied rent flow, the electrons charged across the double layer and form a capacitor [3]. Fig.1 shows the structure of electrical double layer capacitor. A supercapacitor cell consists of separator, two electrodes and an electrolyte, the electrodes are made up of an active material, which high surface area, it separated by membranes, the separator which allows the mobility of the charged ions and forbids the electronic conductance, the system impregnated with an electrolyte, it maybe organic (solid state) or aqueous [4]. Electrical double layer capacitors (EDLCs), that can use different active materials (carbon, graphene, oxides or conducting polymers), the storage energy at the electrolyte – active materials interface through reversible ion adsorption onto active materials surface, thus charging the so-called 'double-layer.
capacitance, this double-layer capacitance, firstly defined by Helmholtz (1879) and later refined by Gouy and Chapman, Stern and Geary [5]. Y. Meng CAI et al. (2011) [7], the effect of the electrolyte solution on super capacitors properties, used Graphene Sheets as the electrode for has been investigated. They found that the specific capacitance increases from 154.1 F/g for pure to 231.0 F/g for the Nanocomposite. B. Andres et al. (2012) [8], study supercapacitors with graphene foil and Silver electrodes materials, the paper used as separator between two electrode materials were investigated, the supercapacitors with a graphene – gold nanoparticle composite as electrodes showed a specific capacitance of up to 100 F/g and energy density can be increased by using other electrolytes (aqueous electrolyte)". M.B.Tayel et al. (2015) [9], investigated the fabrication of supercapacitor based on graphene and polyaniline for energy storage application, the result indicated that graphene PANI double layers exhibited high porosity and large surface area, and the specific capacitance as high as 915.78 F/g in polyaniline/graphene supercapacitor. H. Mustafa, A. Zdunek, (2017) [6], investigated super capacitor, used graphene, carbon black, PAN electrodes, the H2SO4 was used 1M concentration as an electrolyte solution. Electrodes fabricated from a lower carbon mixture with PAN and graphene showed the highest capacitances whereas electrodes fabricated from higher carbon with PAN, graphene and carbon black had significantly lower capacitance values. 

M.H.Mustafa, A.Zadunek, (2017) [10], Study supercapacitor Nanofiber Electrodes Graphene –Based. A strong influence of initial electro spinning mixture concentration on capacitance and electrode structure was also observed. Electrodes fabricated from a lower carbon mixture containing PANI and graphene showed the highest capacitance where as electrode fabricated from higher carbon mixture containing PANI, graphene and carbon black had significantly lower capacitance values. L. Huang et al. (2018) [11], study super capacitors with Flexible paper and Graphite was coated on paper with pencil drawing as electrode. Showed a high electrical conductivity of 100.0 S.cm-1 and could be directly used a supercapacitors electrodes, and high energy density of 110.3 Wh.Kg-1 at a power density of 121.9 W.Kg-1

MATERIALS AND METHODS

Materials

1. Graphene Nano powder with specification thickness: 6-8nm and surface area: 120-150m²/g was used, manufactured by company sky spring nanomaterial Inc., ...
2. Commercial aluminum plates with thickness (0.99mm) and dimensions (5×5) cm².
3. separator: A thin sheet of fibrous texture of 0.33 mm thick is inserted between the two electrodes of super capacitors before adhesion them together.
4. Electrolyte solution Na2SO4 with 1.7M concentration.

Methods

The aluminum plates used basis of electrodes with dimension 5×5 cm². Clean and cut according to the dimension mentioned. The end of the plates were punctures with a diameter(3mm), for the purpose of the placing the wires at the ends of the plates as positive and negative electrode and connecting them to the circuit. After the preparation and configuration of the electrodes leave a side and then bring the mix and (polyurethane epoxy and hardener) which is used adhesive and conductive. Bring the mixture with a weight 3gm from polyurethane epoxy and 2gm hardener they are well-blended. The mixture is distributed equally and homogeneously over the effective area of each electrode. Then we prepare the active materials (nano graphene) that covers the electrodes. A layer of graphene is placed according to the weights mentioned plates (0.04, 0.06, 0.08, 0.1, 0.2 and 0.3). The separator (fibrous texture) is the placed between aluminum plates (electrodes), and infused with electrolyte solution Na2SO4. The electrodes are then connected to gather and the nylon wrap is clamped with a thermal-nylon knob. The EDLCs were manufactured to be connected for the circuit for the purpose of conducting tests.
RESULTS AND DISCUSSION

The circuit consists of two parts. The first part is the charging circuit when the switch is closed and the second part is the discharge circuit when the key is opened. In the charge-discharge circuit, the circuit concatenation between the supply voltage D.C., EDLCs manufacture (C) required to calculate its capacitance, ammeter for measurement of charge current \( I_{ch} \), voltmeter (V), key to close and open the circle, resistance 10KOhm, ammeter for measurement of discharge \( I_{dch} \), curvature device fig.2. After connected the capacitor with electric circuit described in the fig 2, the switch is closed and charging is capacitor. For 0.04 gmnano graphene, the first period for charge voltage was 3 volt, after 30 minutes and during the discharging process, a drop in the voltage was observed 1.5V fig (3). After 30 minutes the voltage was drop to 0.8V using output resistance 10KOhm. For second period, another charging process (3 volt) was done for 30 minutes, a drop in the voltage was observed (1.65 V), after 30 minute the voltage was drop to (0.9 V) in second curve. This method was used for all sample groups (capacitors) manufactured from the nano–graphene with weight (0.06, 0.08, 0.1, 0.2, and 0.3) gm. Through this curve, the capacitance was calculated by applying Eq. (1) \( t_2 - t_1 \) is the time interval of the voltage drop between 40%\( v_{max} \) and 80%\( v_{max} \). \( V_1 \) is 80% of 3V = 2.4V, \( V_2 \) is 40% of 3V = 1.2V, \( T_1 \): Time with voltage \( V_1 \) (sec), \( T_2 \): Time with voltage \( V_2 \) (sec). \( I_{dch} \): Discharge current determine from \( V_C \) and resistance load (R), \( V_C \) voltage on capacitors.

\[
\frac{C}{I} = \frac{dt}{dv} \quad \text{Eq} (1)
\]

where \( C \) : capacitance (F), \( I \) : discharge current (A).

"The stored energy in supercapacitors calculated by multiplying the capacitance by the voltage \( v \) to the power of 2, Eq. 2”

\[
E = \frac{1}{2} \times C \times v^2 \quad \text{Eq} (2)
\]

In two electrode symmetric cell configuration, specific capacitances can be calculated from the equation:

\[
C = \frac{2I(\Delta t/m \Delta V)}{\Delta t} \quad \text{Eq} (3)
\]

where \( I \) is the constant discharge current, \( \Delta t \) is the discharging time, \( m \) is the mass of one electrode, and \( \Delta V \) is the voltage drop upon discharging. Energy density \( E \) and power density \( P \) can be calculated from the following equations:

\[
E = \frac{C (\Delta V)^2}{8} \quad \text{Eq} (4)
\]

\[
E = \frac{P \Delta t}{C} \quad \text{Eq} (5)
\]

where \( E, C, \Delta V, P \) and \( \Delta t \) are the specific energy, specific capacitance, potential window, specific power and discharge time, respectively [13]. The applied voltages which used to charge the (EDLCs) was (3 volt), the EDLCs have electrodes from graphene and electrolyte solution is \( Na_2SO_4 \) and (fibrous texture) a separated. The electrolyte solution is placed on the separator between electrodes and when connecting the EDLCs with electrical circuit, we charged the capacitor with 3 volt, the current will be pass between two electrodes and will lead to ionization of the electrolyte solution \( Na_2SO_4 \) and transfer of positive ions \( Na^+ \) to the negative electrode and negative ions \( SO_4^- \) to the positive electrode stay on the surface of active material. It was observed that, when the weight for (graphene) increased, the charging current \( I_{ch} \) will increase due to the increased surface area of the electrode with presence of graphene, which spread on the surface of the electrode. This leads to direct contact points which gives more ions which dissolved from the solution. For the discharge current \( I_{dch} \), it was found (Table I) that the current is constant maybe due to the output circuit which have constant resistance (load) was (10KΩ) fig. 2. For the drop voltage \( V_{drop} \),
when the EDLCs in the process of discharge, \( V_{\text{drop}} \) will occur. This is due to an internal electric field being generated between the electrodes, resulting in the disintegration of ions and their direction or deviation to the electrodes. In the process of discharge, a drop in voltage will occur due to the rearrangement or direct association of decaying ions with the electrolyte solution that is not adjacent to the electrodes or the effective medium. When the ratio of the active substance is increased, the results shown in Table I is active material (graphene) which has high surface area on which all ionized ions from the electrolyte will be stabilized and which are initially adhered to, thus reducing the number of ions that are (non-polarized) or (not attached) to the electrode (free). This in turn will be effective the process of reduction in \( V_{\text{drop}} \) after charge process. For the capacitance values, note the increase of the values by increasing the weight of the active material (graphene) due to the increase of the surface active material. Because of the increase in capacity, the stored energy increase as well as because of its dependence on the voltage square.
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Table I. shows electrical properties of capacitor with different weights of active materials (graphene)

<table>
<thead>
<tr>
<th>Material (graphene) gm</th>
<th>I_{Ch}(A)</th>
<th>I_{dc}(A)</th>
<th>V_{drop}(V)</th>
<th>C(farad)</th>
<th>E (stored energy Wh)</th>
<th>C_{specific} (Fg⁻¹)</th>
<th>E density (WhKg⁻¹)</th>
<th>P density (wkg⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>3.4</td>
<td>0.21</td>
<td>1.5</td>
<td>0.008</td>
<td>14.04</td>
<td>0.4166</td>
<td>74.9</td>
<td>7.4</td>
</tr>
<tr>
<td>0.06</td>
<td>1.5</td>
<td>0.21</td>
<td>1.25</td>
<td>0.01</td>
<td>75.6</td>
<td>0.250</td>
<td>45</td>
<td>0.75</td>
</tr>
<tr>
<td>0.08</td>
<td>4.2</td>
<td>0.21</td>
<td>1</td>
<td>0.04</td>
<td>72</td>
<td>0.4861</td>
<td>87.498</td>
<td>0.87</td>
</tr>
<tr>
<td>0.1</td>
<td>5.7</td>
<td>0.21</td>
<td>1</td>
<td>0.03</td>
<td>216</td>
<td>0.3333</td>
<td>59.99</td>
<td>0.299</td>
</tr>
<tr>
<td>0.2</td>
<td>1.2</td>
<td>0.2</td>
<td>0.75</td>
<td>0.05</td>
<td>360</td>
<td>0.9533</td>
<td>171.59</td>
<td>0.6599</td>
</tr>
<tr>
<td>0.3</td>
<td>12.8</td>
<td>0.2</td>
<td>1</td>
<td>0.047</td>
<td>4248</td>
<td>0.1666</td>
<td>29.988</td>
<td>0.1</td>
</tr>
</tbody>
</table>
Fig. 1. Principle of a double layers capacitor [3]

Fig. 2. Charge and discharge circuit diagram [12].

Fig. 3. Charge - discharge curve
Preparation of Polystyrene Conductive Polymer Nanocomposites Based on Silver-Gold Nanoparticles for Optoelectronic Application

Nahida.J.H*

School of Applied Science, University of Technology, Iraq.

Received: 13 July 2018 Revised: 18 Aug 2018 Accepted: 25 Sep 2018

Address for Correspondence
Nahida.J.H
School of Applied Science, University of Technology, Iraq.
Email: nahidajoumaa61@yahoo.com

This is an Open Access Journal /article distributed under the terms of the Creative Commons Attribution License (CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. All rights reserved.

ABSTRACT

Conventional conductive composite as polystyrene (PS) and methyl orange/polystyrene (MO/PS) show promising conductivity for these applications. In this research paper, polystyrene (PS) and methyl orange/polystyrene (MO/PS) composites were prepared at different concentrations (3.6, 6.7 and 12.5 wt/ wt%), the optimum one was doped with gold (Au), and silver (Ag) nanoparticles. The optical, electrical, and morphology properties of the involved samples were studied using, (UV–Vis) spectrophotometer, Hall system, scanning electron microscope (SEM), and atomic force microscope (AFM). The results show increase and shift in absorption spectra towards the longer wavelength with MO ratio specially at 3.6% MO/PS, and (Au, Ag nanoparticles) incorporation. It was induced by the energy change in the lowest unoccupied molecular orbital (LUMO) of legend, causing the (\(\pi-\pi^*\)), and (d\(\pi-\pi^*\)) transition to occur at higher or lower energy. It was seen decrease in energy gap with (MO) ratio, and (Au, Ag (nanoparticles) incorporation increase. There was significant increase in PS conductivity from (8.83\(^6\), to 4.26\(\times\)10\(^8\) (cm.Ω)\(^{-1}\) at (3.6%MO) addition, that means that the (PS) electrical conductivity could be controlled by MO orange addition and could be transferred from insulator to conductor material.

Keywords: conductive, polystyrene, microscope, molecular, energy.

INTRODUCTION

Since the discovery of intrinsically conducting polymers, researchers have explored their unusual electronic properties for a wide range of applications. Due to the presence of conjugated p-electron backbone these polymers exhibit electronic properties such as low energy optical transmission, low ionization potential and high electron affinities. These unique properties make these materials suitable for applications as thin film transistors, organic light emitting diodes, sensors, super-capacitors, organic solar cells and electrochromic displays. Many research groups have extensively investigated conducting polymers for these applications and a number
of excellent reviews are available (1-5). Polymers are known as dielectric materials (6). It faced a significant interest by many researchers. Its conductivity was improved by filler addition (7,8). It was found that its conductivity depends on material type and the process method. The conducting polymers are characterized by its conjugated bonds, which was alternated with single bonds in backbone structure (9). The conducting, and semi conducting polymers advantages are attributed to its low density, and good workability (10). Many studies were carried out about the conducting poly heterocyclic polymers because of its environmental stability (11). The polymer conductivity, and physical properties can be enhanced by filler addition (polymer composites) at different concentrations. The polymer conducting of modified polymers can be achieved by using selected elements (12). Raid A. Ismail, et.al also reported that the electrical and photoresponse properties of (Ag-PS/P-Si) and (Au-PS/P-Si) heterojunctions were studied. The rectification characteristics of junction were improved after nanoparticles incorporation (13). Zhu and Schmauder (6); Ahmad and Mamat (14); Aly A .(15) and Sangawar VS, Golchha MC (2013) (16) proved that the optical, magnetic,and mechanical properties of PS after embedding metal or semiconducting nanoparticles into the polymer matrix. Sheikholeslami M, Vajravelu K.(17),and Deshmukh SH,and etals (18) found that addition of metal nanoparticles can enhance the thermal conductivity and heat transfer of fluid (17,18). Here, we carry out a first study on the preparation and characterization of (MO/PS) composites at different concentration, and gold and silver nanoparticles were added to the sample of best absorption spectrum to study its effect on electrical conductivity of (PS).

MATERIALS AND METHODS

Materials

All the materials were used with analytical grade. Polystyrene (PS) was supplied from ICI London. Methyl Orange (MO) was purchased from sigma Aldrich USA. Diachloromethane were purchased from GCC Iraq while Au and Ag nanoparticles were purchased from Sigma Aldrich USA.

Method

The Polystyrene (PS) were used as matrix. The samples were prepared by casting method. (PS) grains were dissolved in diachloromethane (CH₂Cl₂) solvent of high purity (99.99%) ,which were provided from (GCC), at different concentration (6-10 wt./vol%). The solution were shacked till get homogeneous solution, and cased in clean Petri dishes, left it 24 hours to dry. It was found that 7wt.% /vol was of best concentration. The film was clear without bubbles, and defects. Methyl orange (MO) (C₁₁H₁₉N₃NaO₅S) was added at different concentrations 3.6, 6.7 and 12.5 (w/v) to (PS). The previous method was followed to prepare composite films. Figure 1. shows photographs of (PS) solution before and after (MO) addition.Ag and Au (nanoparticles) were prepared by laser ablation in ethanol. The laser energies of (750 ml) with 200 laser pulses, and (600 ml) with 300 laser pulses were used to prepare collide Au and Ag nanoparticles respectively, which were prepared in concentration of 0.4 and 0.5 mg/ml respectively.

Conductive polymer composite Characterization

The prepared films were evaluated spectrophotometrically by using UV/VIS Spectrophotometer (UV1800 Shimadzu). The surface morphology of the films were investigated using AFM (atomic microscopy (CSM-500)). The surface morphology were analysed using Scanning Electron Microscope (SEM) (ZEISS GeminiSEM 500) with the emission current at 5.00 KV. The electrical measurement was carried out by using Hall system (HMS-3000) to get (carrier concentration, mobility, resistivity, and conductivity) for the samples involved.
RESULTS AND DISCUSSION

As shown in Figure 3 the high porosity (which is 94%) for (PS) structure was confirmed by the SEM images of (MO), and (MO,PS), (MO,PS;Au), and (MO,PS;Ag) composites. Circular pores were shown in their results. It reveals that micro pores structure was highly interconnected (19). Au and Ag nanoparticles filled (PS) micro spheres, and micro particles of MO were aggregated on the probe wall as shown in Fig. 3b (3). As it could be seen, gold-decorated and silver-decorated micro spheres increase as proved by the result. Observing of Figures (3c and 3d), (Ag) (nanoparticles) formation as well as free (Ag) (nanoparticles) attached on (PS) surface as PS core would be fill with (Au) and (Ag) (nanoparticles). The growth and nucleation condition can be attributed to this process which was shown for (Au) (nanoparticles) (4). The growth and nucleation condition dependent, of probe structure was proved in Figures (3c and 3d). It shows that the probe was partially or completely filled with (Au) and (Ag) (nanoparticles, and other particles (MO) would be aggregated on the wall of the pores (20). Observing of Figures (4a-4d) which show AFM images of (MO,PS), (MO,PS;Au) and (MO,PS;Ag) composites. This images proved that (MO) good distributed over all (PS) Matrix aligned vertically in a good contact with (PS) pores. (AFM) analysis was used to obtain the root mean square (RMS) of surface roughness and samples involved in (AFM) analysis was given in figure 5.

As observed, these results enhanced the uv-vis spectrophotometric evaluation as increase in (RMS) of roughness with (MO), (Au) addition, and decrease with (Ag) addition [21,22]. Figure 6 show that the absorption spectra of (PS), and (MO,PS) composites at different concentrations. Figures 7 and 8 show the absorption spectra of the samples involved after Au, and Ag (nanoparticles incorporation). As shown, absorption increase, and shifted toward the longer wave length. The shift is as a result of change in energy of the lowest unoccupied molecular orbital (LUMO) of legend, causing the (π-π*), and (dπ-dπ*) transition to occur at higher or lower energy (5) (Zhu W.,and etals(2013). Localized state formation in the energy gap, and ion mobility, which increased in its ability to penetrate the polymer chain caused the absorption increase. These lead to the enhancement of AFM results in roughness increase with MO, Au, and Ag nanoparticles ratio increase (23). The optical energies gap was measured by (ahv)=A (Eg-hv). Observing of Figures 9-11 show that the relationship between (ahv)^2 and (hv). It was proved that (PS) was of direct transition type. Extrapolation of linear part at (ahv)^2 =0 was used to obtain the optical energy gap (See the figures below). Modifying the electronic structure of (PS) matrix which was induced by appearance of various polaronic and localized states formation was found to have led to decrease in energy gap with (MO) ratio increase. The increase with methyl orange that was attributed to defect formation in composite structure was seen at (3.6% MO) of the lowest energy gap, though it was less than (PS) energy gap. In relation to the decrease in the (PS) electrical resistivity, Figures 12 and 13 display the decrease in energy gap with MO%, and Au, Ag (nanoparticles addition) (See the figures below). The energy gap of the samples involved is given in Table (I).

From the study of the electrical properties of PS and (MO,PS) before and after Au, Ag (nanoparticles addition), it was proved that there was nonlinear relationship between the carrier concentration and MO% that was attributed to the no compatibility between the (PPS and (MO). It shows further that (PS) was of (P-type). The carrier type converted to N-type after MO addition. MO and (Au and Ag) (nanoparticles addition) result in increased the carrier concentrations as it was seen in figures 14 and 15, and mobility decrease, that was attributed to impurities scattering, and it was in a good agreement with figures 16 and 17. The dye will create defects in matrix structure that will act as localized states in energy gap, which results in increase in total energy of the carrier concentration and complex ion formation as MO ratio, and (Au, Ag) nanoparticles addition increase. As shown, the reason to take high concentration of dye is that the negative ion mobility is high in comparison with positive ion, so the positive ion mobility needs high concentrations of counter ions and that each polaron moves close to the opposite charge field. It is observed in figures 18 and 19 that the resistivity behaviour decreased with free radical in polymer chains increase. Intermolecular charge transition enables the polymer conductivity to be induced by electron hopping from one polymer chain to another. This conductivity may be limited to bad contact among phases.
The conductivity mechanism was achieved by charging hopping or inter soliton hopping. The charge was captured by appositive charge of doping materials, whereas natural soliton will be delocalized and capable to interact with any chain, which has charged soliton; the electron will transfer from defect to another as a result of this interaction (redox reaction). By this, the donor will be oxidized, whereas the accepter will be reduced by free energy. It was provided by potential oxidation by (P-type doping) electron acceptor or by potential reduction (n-type doping) electron donor since the organic polymer did not contain intrinsic charge carriers, Figures 20 and 21 shows that as a result of doping, charges, like polaron, bipolaron, and soliton, defect (5).

CONCLUSIONS

There were significant increase in PS conductivity at (3.6% MO) ratio from (1.79x10^{-12} to4.54x10^{-9}), that means that the (PS) conductivity could be controlled by MO orange addition and could be transferred from insulator to conductor material. In this work it could be synthesized low cost conductor polymer system in simple method. The study proved the (3.6% MO,PS) is of higher value than that of samples which incorporated with Au, and Ag ((nanoparticles) of higher cost. The samples involved suggested being use in optoelectronic applications, and many other electric applications.
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Table 1 The energy gaps of the Samples involved

<table>
<thead>
<tr>
<th>Polymer system</th>
<th>Eg (eV)</th>
<th>Polymer system</th>
<th>Eg (eV)</th>
<th>Polymer system</th>
<th>Eg (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>3.9</td>
<td>MO/PS; 1Au</td>
<td>1.6</td>
<td>MO/PS; 2Au</td>
<td>1.5</td>
</tr>
<tr>
<td>MO/PS; 1Au</td>
<td>1.7</td>
<td>MO/PS; 2Au</td>
<td>1.6</td>
<td>MO/PS; 2.4Au</td>
<td>1.3</td>
</tr>
<tr>
<td>MO/PS; 2Au</td>
<td>3.6</td>
<td>MO/PS; 2.4Au</td>
<td>6.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MO/PS; 2.4Au</td>
<td>2.3</td>
<td></td>
<td>12.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 The electric characteristic of PS and MO/PS at different concentration

<table>
<thead>
<tr>
<th>MO%</th>
<th>Carrier Concentration (m⁻³)</th>
<th>Mobility (m²/Vs)</th>
<th>Resistivity (Ω.cm)</th>
<th>Conductivity (Ω.cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.96 E¹⁰</td>
<td>6.19 E⁰¹</td>
<td>1.68 E¹¹</td>
<td>8.83 E⁰⁹</td>
</tr>
<tr>
<td>3.6</td>
<td>6.04 E²⁰</td>
<td>5.16 E⁰¹</td>
<td>2.35 E⁰⁴</td>
<td>4.26 E³⁰</td>
</tr>
<tr>
<td>6.7</td>
<td>8.56 E⁰⁸</td>
<td>4.56 E⁰¹</td>
<td>1.44 E⁰⁸</td>
<td>5.37 E⁰⁸</td>
</tr>
<tr>
<td>12.5</td>
<td>1.23 E⁰⁹</td>
<td>8.68 E⁰¹</td>
<td>1.11 E⁰⁸</td>
<td>9.30 E⁰⁹</td>
</tr>
</tbody>
</table>

Table 3 The electric characteristic of MO/PS, Au, and Ag addition (cc)

<table>
<thead>
<tr>
<th>Au-addition (cc)</th>
<th>Carrier Concentration (m⁻³)</th>
<th>Mobility (m²/Vs)</th>
<th>Resistivity (Ω.cm)</th>
<th>Conductivity (Ω.cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.42 E⁰⁹</td>
<td>2.36 E⁰²</td>
<td>4.06 E⁰⁷</td>
<td>7.42 E⁰⁸</td>
</tr>
<tr>
<td>2</td>
<td>3.06 E¹⁰</td>
<td>3.92 E⁰²</td>
<td>2.53 E⁰⁸</td>
<td>3.04 E⁰⁸</td>
</tr>
<tr>
<td>2.4</td>
<td>7.49 E⁰⁸</td>
<td>1.20 E⁰²</td>
<td>5.39 E⁰⁷</td>
<td>9.30 E⁰⁸</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ag-addition (cc)</th>
<th>Carrier Concentration (m⁻³)</th>
<th>Mobility (m²/Vs)</th>
<th>Resistivity (Ω.cm)</th>
<th>Conductivity (Ω.cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.49 E⁰⁸</td>
<td>1.20 E⁰²</td>
<td>1.51 E¹⁰</td>
<td>1.64 E⁰⁸</td>
</tr>
<tr>
<td>2</td>
<td>7.36 E⁰⁸</td>
<td>3.04 E⁰¹</td>
<td>4.79 E¹⁰</td>
<td>3.08 E⁰⁹</td>
</tr>
<tr>
<td>2.4</td>
<td>1.43 E¹⁰</td>
<td>1.84 E⁰²</td>
<td>1.80 E⁰⁸</td>
<td>5.87 E⁰⁹</td>
</tr>
</tbody>
</table>
Fig.1. Prepared solutions of PS, MO and MO/PS

Fig.2. Prepared colloidal (Ag)NPs and (Au)NPs

Figure 3 SEM images of a (PS) matrix, b (MO/PS) c (MO/PS: Au), d (MO/PS: Ag). SEM magnification of (X3000).
Nahida

![AFM image](image)

**Fig. 4:** AFM image

![Grain size, Roughness, RMS](image)

**Fig. 5:** Grain size, Roughness, RMS for the samples involved

![Absorption spectra](image)

**Fig. 6:** Absorption spectra of PS and MO/PS composites at different concentrations

![Absorption spectra after Au incorporation](image)

**Figure 7:** Absorption spectra of PS and MO/PS composites after Au incorporation

![Absorption spectra after Ag incorporation](image)

**Figure 8:** Absorption spectra of PS and MO/PS composites after Ag incorporation
Figure 9 (a-d) The relationship of $\alpha(h\nu)^2$ with $(h\nu)$ for PS and MO/PS composites

Figure 10. The relation of $(\alpha h\nu)^2$ with $(h\nu)$ for PS and MO/PS composites after Au incorporation

Figure 11. The relationship of $(\alpha h\nu)^2$ with $(h\nu)$ for PS and MO/PS composites after Ag incorporation

Figure 12. The relationship between the energy gap and MO%

Figure 13. The relationship between the energy gap and Au,Ag addition (cc)
Figure 14. The relationships between the carrier concentrations and MO ratio

Figure 15. The relationships between the carrier concentrations and Au, Ag addition (cc)

Figure 16. The relationships between the mobility and MO ratio

Figure 17. The relationships between the mobility and Au, Ag addition (cc)

Figure 18. The relationships between the resistivity and MO ratio

Figure 19. The relationships between the resistivity and Au, Ag addition (cc)

Figure 20. The relationships between the conductivity and MO ratio

Figure 21. The relationships between the conductivity and Au, Ag addition (cc)
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In this study The $(\text{Bi}_x\text{Sb}_{2-x}\text{Te}_3)$ alloys with different values of percentage of $(\text{Bi}) (x=0,0.1,0.3,0.5, \text{and } 2)$ and different thickness, have been prepared, Thin films of these alloys are prepared using thermal evaporation technique under vacuum of $(1 \times 10^{-5})$ Torr on glass substrates, at R.T. Thermoelectric properties of $(\text{Bi}_x\text{Sb}_{2-x}\text{Te}_3)$ thin film were calculated from $(300 \text{ K to } 423 \text{ K})$ The values of Seebeck coefficient, decreases when increasing of Bi percentage in all samples of $(\text{Bi}_x\text{Sb}_{2-x}\text{Te}_3)$ thin film, also power factor showed same manner which decrease when increases the $(\text{Bi})$ percentage in $(\text{Bi}_x\text{Sb}_{2-x}\text{Te}_3)$ thin film for different thickness. Thermal conductivity $K_{el}$ for the deposited $(\text{Bi}_x\text{Sb}_{2-x}\text{Te}_3)$ thin film, decreases by increasing Bi percentage for different thickness, , from $(4.163 \times 10^{-5} \text{ w/k.cm at } x=0 \text{ to } 0.98 \times 10^{-5} \text{ at } x=2)$ for thickness 100nm ,as well as $(5.071 \times 10^{-5} \text{ w/k.cm at } x=0 \text{ to } 1.556 \times 10^{-5} \text{ at } x=2)$ for thickness 300nm, and $(12.052 \times 10^{-5} \text{ w/k.cm at } x=0 \text{ to } 3.385 \times 10^{-5} \text{ at } x=2)$ for thickness 500nm. Finally we found that the figure of Merit $(ZT)$ decreases by increasing $(\text{Bi})$ percentage for all investigated $(\text{Bi}_x\text{Sb}_{2-x}\text{Te}_3)$ thin films, for different thickness from $(0.537 \text{ at } x=0 \text{ to } 0.204 \text{ at } x=2)$ for thickness 100nm, also from $(0.769 \text{ at } x=0 \text{ to } 0.250 \text{ at } x=2)$ for thickness 300nm, and from $(0.988 \text{ at } x=0 \text{ to } 0.276 \text{ at } x=2)$ for thickness 500nm.

Key words: Thermoelectric, Bi, Sb$_2$, Te$_3$, Parameter

INTRODUCTION

Know, the world is depending on the fossil fuels this type of fuel generates risky waste on the environment, so the researchers started to looking for a new source of clean energy, herefore the work on the raw materials that innervates the devices and technologies so that it can be a clean energy sources, this raw materials are chemical compounds it able to convert the energy heat to electrical energy or vice versa. These materials are found in (1820) by
scientists in Western Europe, the thermoelectric material can defined as a material has a high figure of [1]. These materials have a low thermal conductivity, high Seebeck coefficient and high electrical conductivity, which give a high dimensionless figure of merit, and that gives a good explanation to how much the materials have a thermoelectric properties, and it useful for the thermoelectric applications. The term of “thermolectric” can be know as the relationship between the heat and electricity, so when were applying a temperature orientation on a thermoelectric junction, an electric current have been produced (by producing a voltage difference and it causes the movement of charge carriers inside the material [2]. The German physicist T. J. Seebeck who first discovered the Seebeck effect in (1821). Seebeck’s first observed that, when we put a compass needle near of a closed loop composed of two deferent metals, it will be deflected, and as a result these can give a rise to the thermoelectric voltage. The relation between the difference voltage and difference temperature is called Seebeck effect that can be written as: [3]

\[ \Delta V = (S_A - S_B) \Delta T \]  

where, \( S_A \) and \( S_B \) are the Seebeck coefficients of the terminals to material A and B, respectively \( \Delta V \): difference of voltage in (Volt), \( \Delta T \): applied temperature in K. The charge carriers of the cold side can be raised by increasing in the temperature difference, and this leads to increasing in the thermoelectric voltage. The voltage difference (\( \Delta V \)), is called electromotive force (emf.), which was generated when happen a temperature difference (\( \Delta T \)) between two different terminals of semiconductors or metals as mentioned in the equation (1), therefore we can defined Seebeck coefficient as the electric field strength that is enhanced by a set temperature gradient in the material, So the Seebeck coefficient is most important indication parameter on the thermoelectric materials[4]. The aim of finding materials for future generation for thermoelectric applications is to improve the figure of merit. There are two methods to use thermoelectric material, the first one is power generation, which is depends on the Seebeck coefficient to convert the heat to electrical power, the second is thermoelectric cooling, which runs inversely with power generation, which converts the applied electrical current so that the heat can be pumped from the cold to hot junction, the cold junction will speedily drop under ambient temperature[5]. The (Bi\(_{2}\)Sb\(_{2}\)Te\(_{3}\)) thin films possess properties making them thermoelectric nature at room temperature, and this demeanor could be explaining in the coming sections. Seebeck’s coefficient (thermo power) of a material is a measure of the magnitude of the induced thermoelectric voltage in response to a temperature difference across that sample. A good thermoelectric material should show a value of (\( S \)) in the range of few hundred of (\( \mu \text{V/K} \)), which is given by the equation (2)[6]:

\[ S = \frac{dV}{dT} \]  

Where \( \frac{dV}{dT} \) is the voltage gradient with temperature. Thermal conductivity is the property of material ability measurement to behaviour heat. Thermal conductivity is the ratio of heat flux (\( Q \)) through the material and the negative gradient in temperature (\( -VT \)) as show in equation (3).

\[ K = -\frac{Q}{VT} \]  

Lattice thermal conductivity linked with the crystal structure, defects and grain limitations, etc. The thermal conductivity that is consists of lattice Phonon thermal conductivity (\( K_{ph} \)), and electronic thermal conductivity (\( K_{el} \)) as shown in eq (4) [7].

\[ K = K_{ph} + K_{el} \]
The lattice phonon (K_{ph}) has no high value in polycrystalline alloy with compared of (K_{el}), for that the(K_{ph}) is proportional inversely to the unit cell mass and for the grain size . However, the electronic thermal conductivity (K_{el}) can be calculated from the"Wiedemann-Franz” law as show in eq.(2).

\[ K_{el} = L \sigma T \]  

Where L= 2.445*10^{-8} WΩ/K² is Lorentz number [71], σ : is the electrical conductivity and T is temperature. In (1910) is the first attempt to explaining the thermoelectric efficiency way was scattered by Altemkirch, then Abraham. And Loffe formulated the (Z) parameter ,which included into the modern dimension less figure of merit ZT, The last was used to evaluation the thermoelectric material's quality. The part (S²σ) in the relation (2) referred to the power factor as seen in eq. (2),which represented the electrical transportation properties of a thermoelectric material [8]. so the most important factor that measures the thermoelectric efficiency is the dimensionless figure of merit (ZT) as shown in eq (1-6) [9].

\[ ZT = \left( \frac{S^2\sigma}{k} \right) T \]  

Where (S) is the Seebeck's coefficient, (σ) is the electrical conductivity, and (K)is the thermal conductivity . And the power factor (p.f) can be determined from the eq. (7).

\[ p.f = S^2\sigma \]  

MATERIALS AND METHODS

This work includes an explanation of the preparation method of (Bi_x Sb_{2-x} Te_3) alloys with x= (0 , 0.1 , 0.3 , 0.5 ,2) , and thin films, the mechanism of measurement to the structural and electrical properties with nearby electric circuits which is used in this measurement. In the beginning raw materials are obtained as powder to prepare the alloys, these raw materials are (Bi with purity 99.9%, Sb purity 99.96% and Te purity 99.999%) powders. Alloys have been prepared from this raw materials in the magnitude which is mentioned above, by melting them in the quartz ampoules under vacuum with pressure about (10^{-3}) Torr. By using thermal evaporation method Thin films are prepared, the vaporized material is deposited on the glass substrate to investigate the thermoelectric properties (seebeck coefficient, thermal conductivity and figure of merit) [8]. In order to measure how the thermoelectric properties of the material there are many types like; Peltier coefficient, Seebeck’s coefficient and thermal conductivity can be used for this purpose. We will study Seebeck and thermal conductivity in this research. Seebeck coefficient deals with difference of the temperature between two terminals of the materials so that can be tested in depending on the equation (2) , it also gives information about the type of material whether it is (p-type ) or (n-type). Seebeck coefficient is also used to determine the Figure of Merit (ZT) as the relation (1-6). So it we need some tools in order to start the test, we use two blocks of aluminum one is at room temperature, and the other one is related with heater to rising the temperature gradually, and also with thermocouple to clogging the block temperature rising of. The thin film with width of (1.5) cm and length of (5) cm and the thermoelectric (TE) film is on the sample’s edges are in contact with the aluminum block. Every side of the sample has the same temperature since the aluminum block is at the contact position. Seebeck voltage can be measured by investigation of keithely close to the contact points. All parts must be covered during the measurement to ensure minimized loss of radiation. The thermal conductivity can be measured from electrical conductivity, using equation (5) , the power factor and figure of merit can be measured by using Seebeck’s values as in the eq. (7).The high ratio of the electrical conduction to the thermal conductivity makes from (Bi , Sb ,Te) a good thermoelectric material.
RESULTS AND DISCUSSION

The information about thermoelectric properties of the prepared \((\text{Bi}_x\text{Sb}_x\text{Te}_3)\) thin films is obtained, by measuring the Seebeck coefficient, thermal conductivity, figure of merit and power factor.

**Seebeck coefficient**

The investigation of the thermoelectric properties for deposited \((\text{Bi}_x\text{Sb}_x\text{Te}_3)\) thin films for different percentage of Bi \((x=0, 0.1, 0.3, 0.5, \text{and} 2)\) and different thickness \((100\text{nm}, 300\text{nm}, \text{and} 500\text{nm})\), Seebeck coefficient had been calculated by measuring the voltage difference as a function of temperature in the range of \((300\text{to} 423)\text{K}\), by using the equation \((2)\). It was observed from a figure \((3-1)\) a linear conduct between the voltage and temperature, which indicates that increasing in voltage lead to increasing of temperature. Also its found that Seebeck coefficient decreases with increasing \((\text{Bi})\) percentage, as seen in figure \((4)\) and this result agree with Z. Li [10] and G. Zheng [11]. The Seebeck coefficient sign show that the \((\text{Bi}_x\text{Sb}_x\text{Te}_3)\) thin films were p-type, this conduct is attributed to the preparation condition to the low excess of \((\text{Te})\) and there is no excess in \((\text{Sb})\) and \((\text{Bi})\) percentage that are responsible for transferring their conductivity type from n- to p- type. Also it’s noticed that seebeck coefficient increases with increasing the thickness \((100\text{nm}, 300\text{nm}, \text{and} 500\text{nm})\) as shown in figure \((2)\), it can be see that \((S)\) is equal to \((114.2 \text{ mV/k when} \ x=0)\), it decreases to be \((73.44 \text{ mV/k at} \ x=2)\) for thickness \((100\text{nm})\) while it equal to \((137.2 \text{ mV/k when} \ x=0)\), it decreases to be \((82.25 \text{ mV/k at} \ x=2)\) for thickness \((300\text{nm})\), and it equal to \((155.5 \text{ mV/k when} \ x=0)\), it decreases to be \((137.2 \text{ mV/k when} \ x=0)\), it decreases to be \((82.25 \text{ mV/k at} \ x=2)\) for thickness \((500\text{nm})\) All results are listed in Table \((1)\).

**Power Factor**

It’s calculate the power factor for deposited \((\text{Bi}_x\text{Sb}_x\text{Te}_3)\) thin films for different thickness by using equation \((7)\). It can be observed that, as the \((\text{Bi})\) percentage \((x=0, 0.1, 0.3, 0.5, \text{and} 2)\) increases the power factor decreases, in addition of that the power factor increased with increases the thickness, as shown in figure \((3)\), this behavior is attributed to the decreasing in carrier concentration with increasing of \((\text{Bi})\) percentage, as mentionable previously in our results of Hall effect, this conduct agree with J. Song et al[12], these results listed in Table \((1)\).

**Thermal Conductivity**

Thermal conductivity can be obtained from eq. \((7)\) which calculated from as deposited \((\text{Bi}_x\text{Sb}_x\text{Te}_3)\) thin films, lattice Phonon thermal conductivity \((k_{ph})\) has been neglected because of a small value for the material under study. It was observed that \(k_{el}\) decreases sharply with increasing of \((\text{Bi})\) percentage and in the same time with increasing the thickness from \((100\text{nm} \text{to} 500\text{nm})\) as show in figure \((3-4)\). Table \((1)\) show the results of thermal conductivity and the electrical conductivity. These results are agree with X. Han [87] and L. X. Dong [13].

**Figure of Merit (ZT)**

We calculated the figure of merit \((ZT)\) by using eq. \((6)\) of \((\text{Bi}_x\text{Sb}_x\text{Te}_3)\) thin films at 300 K. It is found that ZT decreases from \((0.537 \text{ at} \ x=0 \text{ to} 0.204 \text{ at} \ x=2 \text{ for thickness} \ 100\text{nm})\) as well as from \((0.769 \text{ at} \ x=0 \text{ to} 0.25 \text{ at} \ x=2 \text{ for thickness} \ 300\text{nm})\) and from \((0.988 \text{ at} \ x=0 \text{ to} 0.276 \text{ at} \ x=2 \text{ for thickness} \ 500\text{nm})\) with increasing \((\text{Bi})\) percentage for all the investigated samples which have agreement with N. Gao [14], as shown in fig. \((5)\),the values of Figure of merit and other parameter are listed in the Table \((3-1)\).
CONCLUSION

From the study of electrical properties for (Bi$_{2}$Sb$_{2}$-Te$_{3}$) thin films with different (Bi) percentage (0, 0.1, 0.3, 0.5, and 2) and different thickness (500nm, 300nm, and 100nm) which deposited by thermal evaporation technique at R.T. the thermoelectric properties were determined by Seebeck coefficient, power factor, thermal conductivity and figure of merit which are considered as the most important parameter to have the knowing about the efficiency of thermoelectric materials. All the Seebeck coefficient, power factor, the thermal conductivity and figure of merit decreasing with increasing the Bi percentage but they increases with increasing the thickness, from (0.537 at x=0 to 0.204 at x=2 for thickness 100nm) as well as from (0.769 at x=0 to 0.25 at x=2 for thickness 300nm) and from (0.988 at x=0 to 0.276 at x=2 for thickness 500nm).
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Table 1. The parameters of thermoelectric properties, Seebeck coefficient, electrical conductivity, thermal conductivity, power factor and figure of merit of Bi$_x$Sb$_{2-x}$Te$_3$ for different compositions (X=0, 0.1, 0.3, 0.5, and 2) and different thickness.

<table>
<thead>
<tr>
<th>Thickness T(nm)</th>
<th>X</th>
<th>s(µV.K)</th>
<th>σ(Ω.cm)$^{-1}$</th>
<th>k( W.km.K)</th>
<th>p.f(µw.k.cm)</th>
<th>ZT</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0</td>
<td>114.2</td>
<td>5.714</td>
<td>4.163*10$^{-5}$</td>
<td>0.0745</td>
<td>0.537</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>98.79</td>
<td>3.93</td>
<td>2.868*10$^{-5}$</td>
<td>0.0384</td>
<td>0.398</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>86.41</td>
<td>2.53</td>
<td>1.849*10$^{-5}$</td>
<td>0.0189</td>
<td>0.304</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>81.6</td>
<td>1.8</td>
<td>1.315*10$^{-5}$</td>
<td>0.0120</td>
<td>0.272</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>73.44</td>
<td>1.34</td>
<td>9.8*10$^{-5}$</td>
<td>0.00725</td>
<td>0.204</td>
</tr>
<tr>
<td>300</td>
<td>0</td>
<td>137.2</td>
<td>6.96</td>
<td>5.076*10$^{-5}$</td>
<td>0.1311</td>
<td>0.769</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>121.1</td>
<td>4.57</td>
<td>3.334*10$^{-5}$</td>
<td>0.0671</td>
<td>0.599</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>104.5</td>
<td>3.53</td>
<td>2.578*10$^{-5}$</td>
<td>0.0386</td>
<td>0.446</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>93.53</td>
<td>2.54</td>
<td>1.853*10$^{-5}$</td>
<td>0.0222</td>
<td>0.357</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>78.57</td>
<td>2.13</td>
<td>1.556*10$^{-5}$</td>
<td>0.0131</td>
<td>0.250</td>
</tr>
<tr>
<td>500</td>
<td>0</td>
<td>155.5</td>
<td>16.54</td>
<td>12.052*10$^{-5}$</td>
<td>0.3999</td>
<td>0.988</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>131.4</td>
<td>13.66</td>
<td>9.95*10$^{-5}$</td>
<td>0.2358</td>
<td>0.706</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>111.6</td>
<td>9.34</td>
<td>7.805*10$^{-5}$</td>
<td>0.1163</td>
<td>0.509</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>103</td>
<td>7.14</td>
<td>5.207*10$^{-5}$</td>
<td>0.0758</td>
<td>0.433</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>82.25</td>
<td>4.64</td>
<td>3.385*10$^{-5}$</td>
<td>0.0314</td>
<td>0.276</td>
</tr>
</tbody>
</table>

Figure 1. the linear relation between the voltage and the temperature of Bi$_x$Sb$_{2-x}$Te$_3$ thin films for different thickness: a(100nm), b(300nm), C (500nm).

Figure 2. the variation of Seebeck coefficient(S) with (Bi) percentage of Bi$_x$Sb$_{2-x}$Te$_3$ thin films for different thickness.

Figure Power factor of Bi$_x$Sb$_{2-x}$Te$_3$ thin films with deferent Bi percentage for different thickness.
Figure 4. Thermal conductivity for Bi$_{x}$Sb$_{2-x}$Te$_{3}$ thin films with Bi percentage for different thickness.

Figure 5. Figure of merit of Bi$_{x}$Sb$_{2-x}$Te$_{3}$ thin films with Bi percentage for different thickness.
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ABSTRACT

Used ten specimens in the present study to distinctive anatomical, morphometric and blood supply features of the kidneys in adult ram (Ovis ovis) by using corrosion cast and latex injection techniques. The kidney was bean shape, brown in color and smooth consist from two surfaces, two borders and two pols. The mean weight, length, width, thickness, length medial and lateral borders of the right kidney was 58.003±2.74, 6.5±0.20, 4.075±0.11, 3.075±0.04, 9.22±0.48 and 11.675±0.29, while the mean weight, length, width, thickness, length medial and lateral borders of the left kidney was 58.237±0.07, 6.575±0.5, 3.825±0.37, 3.1±0.14, 8.825±0.27 and 10.8±0.26 respectively. The parenchyma of the kidney divided into many regions differ in the color and texture was capsule, cortex and medulla. The renal pelvis a wide origin of the ureter within the kidney take saddle shape extend in horizontal plane at the level of renal crest and apex of renal pyramid. It send extension toward the renal pyramid refer to major and minor calyces. The renal artery divided into 2-3 segmental arteries. The segmental artery divided into 6-7 branches called interlobar artery. The interlobar arteries give the arcuate artery. The arcuate artery gives off several branches of the cortical radiate artery. The renal vein divided into 3-4 of segmental veins. The segmental vein divided into 6-7 branches called interlobar vein. The interlobar vein divided into the arcuate vein. The arcuate vein give off several branches of the cortical radiate vein.

Keywords: Kidney, morphology, corrosion cast, latex, ram, Ovis ovis.
INTRODUCTION

The Sheep were regarded an important source of production of wool, meat and milk (1). The Awassi breeds have wide spread throughout the Asia area and the greater numbers of Awassi is found in Iraq. It is numerically the most important sheep and concentrated in the middle of the country (2). The total number of sheep in Iraq at 1980 (8,526,480) and (21,526) in AL-Qadisiyah province (3). The urinary system consists of two kidneys (right and left), two ureters (right and left), urinary bladder and urethra. The kidneys play very an importance role in maintenance homeostasis and excretion of metabolic waste products and other functions such as syntheses and secretions hormones renin and erythropoietin (4 and 5). It is located in the dorsal part of the abdominal cavity on each side of the caudal vena cava and abdominal aorta. In the most domestic animals the right kidney extend cranial more than left kidney. The kidneys in the most animal bean shape with smooth surface except in the cattle are lobulated with rough surface (6 and 7). This study design to providing anatomical information and data about the kidney in adult rams by using corrosion cast technique and latex injection technique.

MATERIALS AND METHODS

Morphological and biometrical study

Used ten specimens of the kidney of adult rams. It collected from AL-Diwaniyah abattoir immediately after slaughtering the rams. Make incision from thoracic inlet into the pelvic cavity and removed the internal organs to exposure the kidney. Dislocation of the kidneys with kept on the major blood vessels which supply the kidney (renal artery and vein) and part from ureter. Removed the adipose tissue which covered the kidneys and washing the kidneys by using tap water to remove the some of the impurities found. Finally recorded the weight, length, width and thickness of right and left kidneys.

Corrosion cast technique

Used this technique to exposure the internal appearance of blood vessels and ureter by following steps:

1. Inject the renal artery, vein and ureter with warm normal saline solution 0.9 % or tap water to cleaning and discharge the clot or sediment which may be found in the blood vessels or ureter, let the specimen five minutes after injection with warm water.
2. Inject the renal blood vessels and ureter by mixture of self-cure denture material set (Powder and liquid 1 to 4), It consist of 20% monomethyl-methacrylate powder and 80% polymethyl-methacrylate liquid and adding the suitable dyes (Red, blue and yellow ballpoint pen ink) to differentiate the blood vessels and the ureter (8).
3. Let the specimen at room temperature for 24 hours for polymerization.
4. Put the specimen in drain opener (It consist of a mixture of NaOH, Na2CO3 and NaClO take a granules shape dissolved 1 kg of drain opener in 5 liters of tap water) in at the room temperature for 72–96 hour to corrosion casted.
5. Washing the specimens with tap water and photographed.
6. Finally, to exposure the internal shape of the blood supply and renal pelvis put the polymerized kidney in square container and adding enough amount from tap water and freezing after that make longitudinal section by using special saw.

Latex techniques

Used this technique to exposure the external appearance of blood vessels by following steps:
1. Inject the renal artery and vein with warm normal saline solution 0.9 % or tap water to cleaning and discharge the clot or sediment which may be found in the blood vessels, let the specimen five minutes after injection with warm water.
2. Inject the renal artery and vein with the red colored latex substance (2 : 3 latex with ammonia mixed with carmine stain) using blunt needle and syringe.
3. Used small pieces of tissue paper to prevent any leakage of latex from the damaged small arteries by pressing on the site of oozing.
4. Put the specimens in 10% formalin for 24 hour to fixed the tissue and setting of the injected material.
5. Finally made longitudinal section of the kidney to exposure the blood supply of the kidney by dissecting the blood vessels carefully and photographed.

RESULTS

Morphology of Kidney

External Appearance of the Kidney

The kidneys (right and left) was bean shape, brown in color and smooth from outer surface embedded within adipose tissue. Each kidney consists from two surfaces (dorsal and ventral), two borders (lateral and medial) and two poles (cranial and caudal). The dorsal surface was strongly convex and the direction toward the vertebral columns, while the ventral surface slightly convex and toward the abdominal viscera. The medial border was concave in the middle region to formation the hilum to enter the renal artery with nerve and leave the renal vein and ureter while the extremities of border convex (Fig.1). The hilum was depression area connect the renal sinus where the ureter found, artery, vein, nerves and lymph vessels are pass through it. It can be see extend on ventral surface more than dorsal surface. The medial border of the right kidney toward the caudal vena cava, while the medial border of the left kidney toward the abdominal aorta. The lateral border convex from side to side (Fig.1).

The mean weight, length, width, thickness, length medial and lateral borders of the right kidney was 58.003 ± 2.74, 6.5 ± 0.20, 4.075 ± 0.11, 3.075 ± 0.04, 9.22± 0.48 and 11.675 ± 0.29, while the mean weight, length, width, thickness, length medial and lateral borders of the left kidney was 58.237 ± 0.07, 6.575 ± 0.5, 3.825 ± 0.37, 3.1 ± 0.14, 8.825 ± 0.27 and 10.8 ± 0.26 respectively ( Table. 1 ).

Internal Appearance of the Kidney

To show the internal structure of kidney make longitudinal section of the parenchyma of the kidney can be see many regions or layers differ in the color and texture was capsule strong a fibrous membrane layer, transparent cover the outer surface of the kidney and easily dislocation resembling nylon bag (Fig.2). The cortex located beneath the capsule rough texture, brown in color and take radiate appearances which consist from cortical artiol and veniole. The cortex send part of it called renal columns toward the medulla separated renal pyramid. The medulla located ventral to cortex dorsal to renal pelvis, rough texture, light-brown in color, it divided into many regions pyramidal in shape called renal pyramid (Fig.2,3,10&11 ). The renal pyramid part of medulla has pyramidal in shape, it consist of base and apex, the base toward the cortex while the apex toward the renal pelvis.The apex of pyramid form renal papillae which refer to apical portion of the pyramid which projection in the minor calyces of the renal pelvis. It form the horizontal ridge of the medulla formed of the fusion of the renal papillae that projects into the renal pelvis called renal crest (Fig.2,3,10&11). The renal pelvis a wide origin of the ureter within the kidney. It is located in the renal sinus receives the urine from the renal papillae and transport into the ureter. When inject with cast resin the renal pelvis take saddle shape extend in horizontal plane at the level of renal crest and apex of renal pyramid. The renal pelvis see send extension toward the renal pyramid resemble the butterfly wings closed this refer to major and minor
calyces which surrounded the renal pyramid. The region between the extension (butterfly wings closed) see the blood vessels pass through it (Fig.2,3,7,8 and 9).

Blood supply of Kidney

By uses the corrosion cast technique and latex injection technique can be seen the blood vessels that supply the kidneys and as following:

Renal artery

The abdominal aorta give arises two branches of renal artery from the ventral side of it, to supplies the right and left kidneys through the hilum (Fig.1). The renal artery when reaches into entrance of the hilum of kidney divided into 2-3 segmental arteries (Fig.4,6,7 and13). The segmental artery extend into short distance &when reaches into the apex of the renal pyramid divided into 6-7 branches called interlobular artery that supply medulla region (Fig.7,12&13).The interlobular arteries pass through the renal columns between the sides of renal pyramid and form the external boundaries of it which resemble the network of arteries. When it reaches into the base of the renal pyramid give branch extend along the base resemble of arch called arcuate artery ( Fig.7,10 and 13). The arcuate artery extend along the renal pyramid and give off several branches extend toward the cortex has radiate shape called cortical radiate artery that supply cortex region and capsule ( Fig. 4,6,7,10,11,12 and 13).

Renal vein

The caudal vena cava give arises two branches of renal vein from the ventral side of it, which enter the kidney through the hilum of kidney ( Fig.1 ). The course of renal vein resemble of the renal artery. The renal vein when reaches into entrance of the hilum of kidney divided into 3-4 of segmental veins (Fig.5,6,7,8 and 13). The segmental vein extend into short distance with segmental artery in the same course and when reaches into the apex of the renal pyramid divided into 6-7 branches called interlobular vein (Fig.7,8 and 13 ). The interlobular vein pass through the renal columns with interlobular artery and form the external boundaries of the renal pyramid. When it reaches into the base of the renal pyramid give branch extend along the base resemble of arch called arcuate vein (Fig.7,8,12 and13).The arcuate vein extend along the base of renal pyramid in the same course of arcuate arteries and give off several branches extend toward the cortex take radiate shape called cortical radiate vein( Fig.7,8,10,11,12 and 13).

DISCUSSION

Morphology of Kidney

The kidney was bean shape, brown in color and smooth from outer surface. Each kidney consist from two surfaces, two borders, two pols and this result agreement with 6,7 and 9 in small ruminants, horse, dog & cat, and disagreement with 7,9 and 10 in bovine show the kidney is lobulated ovoid in shape, while in one humped camel the kidney has smooth surface bean–shaped with grayish. The mean weight, length, width, thickness, length medial and lateral borders of the right kidney was 58.0035±, 6.5±, 4.075±, 3.075±, 9.225±, and 11.675±, while the mean weight, length, width, thickness, length medial and lateral borders of the left kidney was 58.237±, 6.575±, 3.825±, 3.1±, 8.825± and 10.8± respectively and this result disagreement with 12 show the mean weight, length, width, thickness, length medial and lateral borders of the right kidney was 66.41, 6.10, 3.60, 2.29, 10.88, and 11.87 cm, while the mean weight, length, width, thickness, length medial and lateral borders of the left kidney was 65.67, 6.30, 3.59, 2.20, 11.80 and 11.83 respectively in goat, this differ may be due to type and age of animal. The renal pelvis is a wide origin of the ureter within the kidney. The renal pelvis see send extension toward the renal pyramid resemble the butterfly wings closed this refer to major and minor calyces which surrounded the renal pyramid. This result agree with 7 and 9.
show the renal pelvis bifurcated to major calices and then to minor calices, except in large ruminant where the major calices attached directly to the ureter. This differ due to structure and type of kidney (unilobular or multilobar).

**Blood supply of kidney**

The renal artery arises from the ventral side of abdominal aorta and before entrance of the hilum of kidney divided into segmental artery, this result agree with 6,7,13,14 and 15 in sheep, buffalo, dog and horse. But disagree with 16 explain found the accessory renal arteries originating directly from aorta out of 100 specimens, it is recorded as 2%. The segmental artery has 3-4 branches extend into short distance and when reaches into the apex of the renal pyramid each one divided into 6-7 branches called interlobar artery that supply medulla region this result agree with 17 in goat show the segmental artery divided into 4 division, but disagree with 12 and 17 in buffalo show the number of interlobular artery 4-5 while 14 show the renal artery in kangal dog divided into two branch dorsal and ventral branch. The right dorsal artery gave 5 to 6 segmental arteries, while the right ventral artery give 4 to 6 segmental arteries, but the left dorsal artery give off 5-7 segmental arteries and the left ventral artery 6 to 8 segmental arteries. These differ due to species of animal. The interlobular arteries pass through the renal columns between the sides of renal pyramid and give arcuate artery, this result agree with 9.

The renal vein when divided into 3-4 of segmental veins. The segmental vein extend into short distance with segmental artery in the same course divide d into 6-7 branches called interlobular vein. This result disagree with 18 in pig show renal vein divided into cranial, middle and caudal renal veins. Each one branched into 8-9 interlobar veins. The interlobular vein pass through the renal columns with interlobular artery and branched into arcuate vein This result agree with 18 in pig.
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Table 1: Biometrical observation in right and left kidney in adult ram. Mean and standard error

<table>
<thead>
<tr>
<th>The parameter</th>
<th>Right kidney</th>
<th>Left kidney</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>58.003 ± 2.741</td>
<td>58.237 ± 0.070</td>
</tr>
<tr>
<td>Thickness</td>
<td>3.075 ± 0.047</td>
<td>3.1 ± 0.143</td>
</tr>
<tr>
<td>Wide</td>
<td>4.075 ± 0.110</td>
<td>3.825 ± 0.375</td>
</tr>
<tr>
<td>Length of kidney</td>
<td>6.5 ± 0.204</td>
<td>6.575 ± 0.507</td>
</tr>
<tr>
<td>Length of medial border</td>
<td>9.225 ± 0.488</td>
<td>8.825 ± 0.273</td>
</tr>
<tr>
<td>Length of lateral border</td>
<td>11.675 ± 0.296</td>
<td>10.8 ± 0.263</td>
</tr>
</tbody>
</table>
Fig. (7) Corrosion Cast Resin of the Blood supply of Kidney in Ram Longitudinal Section Show: A- Renal artery, B- Renal vein, C- Segmental artery, D- segmental vein. F- Interlobular artery, G- Interlobular vein. H- Arcuate artery. K- Arcuate vein, L- Cortical artery and vein.


Fig. (9) Corrosion Cast Resin of Ureter and Renal pelvis of the Kidney in Ram Show: A- Ureter, B- Renal pelvis. C- Major calyces. D- Minor calyces.


Fig. (13) Longitudinal Section of the Kidney in Ram used Latex with Carmine Stain Show: A- Renal artery, B-Renal vein. C- Segmental artery, D- Segmental vein, E- Interlobular artery, N-Interlobular vein. G- Arcuate artery. H- Arcuate vein, O- Cortical artery and vein.
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**ABSTRACT**

The current study evaluated the sensitivity of *Staph. aureus* isolates in the broth for heat treatment (48 and 50°C for 30 and 60 minutes respectively ) and to different concentrations of hydrogen peroxide (0.01%, 0.02% and 0.04% for 30 and 60 minutes respectively) which isolated from imported and locally produced cream in Baghdad. Results indicated that the high prevalence levels of contamination with *Staph. aureus* that were found in both Buffalos raw milk and the locally produced cream which is pointed out the potential the public health hazards. Complete elimination of viable *Staph. aureus* was not achieved when the cultured nutrient broth was subjected to 50°C for 60°C minutes. There were 6.57±0.02 and 6.14±0.04 log cfu/ml survivors after 30 and 60 minutes of incubation in the nutrient broth that supplemented with 0.01% H₂O₂ respectively whereas , there were 6.33±0.06 and 5.65±0.18 log cfu/ml survivors after 30 and 60 minutes of incubation in the nutrient broth that supplemented with 0.02% respectively , while the starting initial count in the control (before heating) 7.07±0.02 log cfu/ml was reduced to 4.54±0.03 log cfu/ml after 30 minutes of heating and 4.19±0.04 log cfu/ml after 60 minutes of exposure to the heat processing. In conclusion, *Staphylococcus aureus* cultures were H₂O₂ tolerant and exhibit viable cell until the end of 60 minutes of incubation at 37°C in the nutrient broth that supplemented with 0.04% H₂O₂ and the supplementation of the nutrient broth with 0.04% H₂O₂ and heating at 50°C for 60 minutes acted synergistically in the reduction of *Staph. aureus* counts.

**Key words:** Hydrogen peroxide, *Staphylococcus aureus*, Baghdad
INTRODUCTION

Cream is considered as one of the food products that can be contaminated either from the dairy animal that suffering from mastitis or from the carrier human and is considered a good medium for the growth and multiplication of the pathogenic and non-pathogenic microorganisms (1). Cream is one of the best dairy products that enriched with necessary elements for building human body (2). The locally produced cream is called Gaimar it is a very popular locally dairy produced in Iraq. Gaimar is usually made from the rich fatty raw milk of buffaloes, which are prevalent in the marshes of Southern Iraq. In addition, Gaimar is also made in other Iraqi regions like the middle of Euphrates region, the western and the north regions of Iraqi villages. Since all the locally produced cream are sold directly to the consumers, it is a very important to observe the health conditions during the different stages of production and exposure to various sources of pollution starting from its handling, storage and supply to the consumption hydrogen peroxide was used as effective and affordable way by farmers in tropical developing countries to extend the keeping quality of raw milk during transportation to the market or to processing plants (3). Many attempts put to improvement the safety of dairy products as cream during food preservation and processing system by different sub-lethal and stressor conditions such as control pH values, storage temperature and oxidative stress by different concentrations of H$_2$O$_2$ (4). The main objectives of this study are isolation and identification of *Staphylococcus aureus* bacteria from the imported and locally produced cream samples by the conventional and rapid methods and studying the synergetic effect of hydrogen peroxide as antimicrobial agent against *Staphylococcus aureus* bacteria at concentrations of (0.01%, 0.02% and 0.04%) for 30 and 60 minutes and heating stress at 48 and 50°C for 30 and 60 minutes respectively

MATERIALS AND METHODS

A total of 150 samples including Buffaloes’ raw milk, locally produced cream and imported cream (50 samples for each) were collected randomly at weekly intervals from different retail markets and local vendors in Baghdad province. All examined samples were collected in sterilized bottles and poly ethaline bags and transported to the veterinary public health laboratory, Department Public Health, College of Veterinary Medicine, University of Baghdad in the ice box and the bacteriological analysis was done immediately upon samples arrival. The study began from 1/12/2017-1/6/2018. Isolation and enumeration the *Staph. aureus* bacteria from different samples and stress conditions by heat treatments and different concentrations of hydrogen peroxide. Evaluation the sensitivity of *Staph. aureus* isolates by heat treatment at (48 and 50°C for 30 and 60 minutes respectively) and different concentrations of hydrogen peroxide treatment at (0.01%, 0.02% and 0.04% for 30 and 60 minutes respectively), which were determined by the standard plating technique. *Staphylococcus aureus* isolates were obtained by plating on the Mannitol agar, Baird Parker agar supplemented with 5% egg yolk tellurite emulsion and selective chromogenic agar that were further tested by conventional and rapid biochemical identifications tests such as Gram stain test, Catalase test, Coagulase activity and DNase test. Rapid biochemical tests such as detection of the *Staph. aureus* coagulation by Dry spot staphytect -plus test and Electronic Staph. plus system (ERIC Rapid system) with standard colors chart. Further serological test as Masta Staph agglutination kit was used as a rapid Latex test for the identification of *Staphylococcus aureus* bacteria (5)

Statistical analysis

Statistical analysis of data was performed using SAS (Statistical Analysis System - version 9.1). One-way, Two way ANOVA and Least significant differences (LSD) post hoc test were performed to assess the significant differences among means. Also unpaired t test was used to compare the means of two groups. P < 0.05 was considered statistically significant.
RESULTS AND DISCUSSION

The conventional techniques for isolation of Staph. aureus bacteria is regarded as the golden standard methods but it takes many days to complete the isolation and identity of the survivor pathogenic microorganisms ,selective plating , biochemical characterizes and serological confirmation by the commercial latex agglutination tests were involved for the identification of Staph. aureus bacteria in both raw milk and cream (6). The typical colonies of Staph. aureus bacteria were appeared on the selective differential chromagar-Staph. as mauve in color with the ability to grow on the mannitol salt agar (MSA) and fermented the mannitol sugar and produced the golden yellow colonies that surrounded by yellow zone around the colonies (7). All the isolates that grown on the (5% v/v) of sheep blood agar at 37°C for 24 hrs gave β - hemolysis pattern . Further conventional and rapid biochemical and serological tests for identifications were done including the gram’s reaction, coagulate test, catalase test , Dryspot Staph. aureus test and Latex Mast Staph . The positive results for all positive Staph. aureus isolates were indicated by the agglutination of the Latex . The number of colonies in each bacterial dilution was multiplied by the reciprocal of the dilution factor and calculated as the colony forming units (cfu/ml) per milliliter of raw milk or gm of imported and locally produced cream (Table 1). All of the Staphylococcus aureus isolates in this study were positive to the different commercial selective media as chrom-agar and Baird Parker agar supplemented with 5% egg yolk tellurite emulsion and mannitol salt agar. The current results were in agreement with Arshad., (8) who reported that out of (33) staphylococcal bacteria isolates from bovine milk samples (32) isolates were Staphylococcus aureus which were able to produce positive results as ferment the mannitol sugar . Staphylococcus aureus produced the coagulase enzyme which clot the plasma into gel, due the conversion of the fibrinogen to fibrin that leading to clotting of the plasma. The coagulate activity test is very important differentiating test between the coagulase positive Staphylococcus aureus and the other cogulase - negative staphylococci (9). The catalase test was performed for all the Staphylococcus aureus isolates and all of bacterial isolates produced catalase enzyme and this test was used for the differentiation of Staphylococcus aureus from the different staphylococi species where the positive reaction appeared bubbles gas as a result of converting the hydrogen peroxide to water and oxygen.

The higher significant (P≤0.05) prevalence levels of contamination were found in both the raw milk and locally produced cream where 47 (94%) isolates out of 50 locally produced cream samples were identified as Staph. aureus while the lowest significant (P≤0.05) prevalence level of contamination was found in the imported cream were only 1 (2%) isolate out of 50 imported cream samples was found positive for the presence of Staph. aureus bacteria as shown in Tables 2 and Table 3. Such high prevalence levels of contamination with Staph. aureus bacteria in both raw milk and locally produced cream pointed out the potential public health hazard. Dehkordi et al. (10) reported that milking process, procedure of cream manufacturing, handling, the contamination during the storage in the retail stores and improperly cleaned utensils were the major factors that influence in the prevalence rates of Staphylococcus aureus between different kinds of cream products. Also the genetic difference of dairy animal species may be a another reason for the differences in the occurrence of Staphylococcus aureus in the farms dairying systems (11). Petersons Wolfe et al.,(12) recorded that the higher prevalence rate of occurrence of Staphylococcus aureus may be occurred in the traditionally dairy products which associated with the milking animals as (Buffalos and cows) because Staphylococcus aureus was the major causative agent of subclinical mastitis in the dairy Buffalos and cows.

Both the milk production and the cream manufacturing process that may introduce such organism to the such products and present the potential public health hazard. The imported cream production conditions under good hygienic measurements inside the dairy plants .The microbial populations (counts) were proved to be efficient as an indicator of good or poor sanitation techniques in the milk production and the manufacturing process .The average mean log values (log cfu/ml or gm) of total Staph. aureus counts in the Buffalos raw milk and both the imported and locally produced cream samples (50 samples for each products) are shown in Table 4. The current data revealed that there were significant (P≤0.05) differences in the average mean log values of the viable Staph. aureus counts between each of the raw milk and cream samples ,the average mean log value of the viable Staph. aureus counts in the Buffalos
raw milk samples was 7.68±0.02 log cfu/ml and in the locally produced cream samples was 7.19±0.05 log cfu/ml. Such high *Staph. aureus* counts that were found in all of the above mentioned dairy products reflected the high contamination level that could be attributed to the neglected hygienic techniques and very poor sanitary practices during were reflected on the lowest significant (P≤0.05) *Staph. aureus* counts where the average mean log value of viable *Staph. aureus* count in the 50 imported cream samples was 3.27±0.04 log cfu/ml. Many reports illustrated that the *S. aureus* food poisoning is attributed to ingestion of contaminated food specially raw milk and other dairy products in which the enterotoxigenic strains of staphylococcus can grow and multiply to reaching about the $10^5$ CFC/g of food. *(13)* *Means with a different small letter in the same column significantly different (P<0.05) between raw milk and different cream samples.* The viability of the of *Staph. aureus* when incubated in the nutrient broth supplemented with 0.01% or 0.02% or 0.04% of hydrogen peroxide over the two time periods of incubation at 37°C for 30 and 60 minutes are shown in Table 5. The count of survivor cells of *Staph. aureus* was monitored immediately before supplementation of nutrient broth with hydrogen peroxide to serve as a control (without the addition of H$_2$O$_2$ to it). The microbial cells of the stressed *Staph. aureus* by each H$_2$O$_2$ concentration were enumerated for the total survivor cells after 30 and 60 minutes of incubation at 37°C.

Supplementation of nutrient broth with different concentrations of Hydrogen peroxide significant (P≤0.05) influenced the inactivation degree of the *Staph. aureus* where there were significant (P≤0.05) decrease in the viable counts of stressed *Staph. aureus* that subjected to the different concentrations (0.01% or 0.02% or 0.04%) of hydrogen peroxide after incubation time of 30 and 60 minutes. Culture of *Staph. aureus* was tolerant and exhibited viable cells until the end of the 60 minutes broth that supplemented with 0.04% of hydrogen peroxides (exhibited survivor cells). The time exposure to each concentration of H$_2$O$_2$ at 37°C of incubation had a significant (P≤0.05) influence on the viability loss of stressed *Staph. aureus* by the H$_2$O$_2$ from 30 to 60 minutes. There were 6.57±0.02 and 6.14±0.04 log cfu/ml survivors after 30 and 60 minutes of incubation in the nutrient broth that supplemented with 0.01% H$_2$O$_2$ respectively whereas there were 6.33±0.06 and 5.65±0.18 log cfu/ml survivors after 30 and 60 minutes of incubation in the nutrient broth that supplemented with 0.02% respectively. The viability of the stressed *Staph. aureus* that subjected to 0.04% H$_2$O$_2$ was not lost after 60 minutes of incubation at 37°C, where similarly with the nutrient broth that supplemented with 0.04% H$_2$O$_2$ there were 5.62±0.02 and 5.50±0.06 log cfu/ml survivors after 30 and 60 minutes of incubation at 37°C respectively. The result established the statistically significant (P≤0.05) influence of H$_2$O$_2$ on the of the *Staph. aureus*. Increasing the H$_2$O$_2$ concentration up to 0.04% H$_2$O$_2$ in nutrient broth resulted in a further significant (P≤0.05) increase of the antimicrobial effectiveness of H$_2$O$_2$ on against *Staph. aureus* where the starting initial count of *Staph. aureus* in the control of about 7.07±0.02 log cfu/ml was reduced to 5.50±0.06 log cfu/ml after 60 minutes of incubation at 37°C (resulted in a decrease of survivor count of about 1.5 log cfu/ml).

The conclusion was an increase of H$_2$O$_2$ concentration resulted in a decrease of viable count of *Staph. aureus* after 60 minutes of incubation at 37°C. *Different small letters in the same column significant (P<0.05) differences between the exposure times.* *Horizontal different capital letters revealed significant (P<0.05) differences between the different concentrations of H$_2$O$_2$.* The mean log values of *Staph. aureus* that were enumerated in the cultured nutrient broth immediately before and after heating to each of 48 and 50°C for two exposure time points of 30 and 60 minutes are shown in Table 6. Heating of the cultured nutrient broth that inoculated with *Staph. aureus* at different temperatures and processing times had significantly (P≤0.05) influenced the inactivation degree of the *Staph. aureus* in the broth. Heating of the nutrient broth that cultured with *Staph. aureus* at 48°C for 30 and 60 minutes produced a significant (P≤0.05) partial reduction of *Staph. aureus* counts where the starting initial count in the control (before heating) of 7.07±0.02 log cfu/ml was reduced to 4.54±0.03 log cfu/ml after 30 minutes of heating and 4.19±0.04 log cfu/ml after 60 minutes of exposure to the heat processing whereas increasing the heating temperature to 50°C for 30 and 60 minutes of exposure resulted in a further increase in the inactivation degree of *Staph. aureus* and produced additional significant (P≤0.05) reduction of *Staph. aureus* counts in the cultured nutrient broth to 3.44±0.02 log cfu/ml and to 3.10±0.02 log cfu/ml after 30 and 60 minutes of exposure to the heating temperature respectively. Complete inactivation or elimination of viable *Staph. aureus* was not achieved when the cultured nutrient broth was subjected to the 50°C for 60 minutes. *Means with a different small letter in the same column significantly different (P<0.05)*

---

**Table 5:**

<table>
<thead>
<tr>
<th>Concentration</th>
<th>30 min</th>
<th>60 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01% H$_2$O$_2$</td>
<td>6.33±0.06</td>
<td>5.65±0.18</td>
</tr>
<tr>
<td>0.02% H$_2$O$_2$</td>
<td>6.33±0.06</td>
<td>5.65±0.18</td>
</tr>
<tr>
<td>0.04% H$_2$O$_2$</td>
<td>6.33±0.06</td>
<td>5.65±0.18</td>
</tr>
</tbody>
</table>

**Table 6:**

<table>
<thead>
<tr>
<th>Temperature</th>
<th>30 min</th>
<th>60 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>48°C</td>
<td>7.07±0.02</td>
<td>4.54±0.03</td>
</tr>
<tr>
<td>50°C</td>
<td>7.07±0.02</td>
<td>4.19±0.04</td>
</tr>
</tbody>
</table>
between the exposure times. *Means with a different capital letter in the same row significantly different (P<0.05) between the different heat treatments. In the food production, preservation and storage the heating process, osmotic and acid stress the most frequently stressors conditions used due the S. aureus bacteria is a highly adaptable organism to the surrounding environmental circumstances that which lead to affect in the bacterial cell’s morphology and physiology, therefore in the modern dairy production techniques the multiple-hurdle such as hydrogen peroxide and heat methods are use in the current study which applied to inhibited the bacterial growth and multiplication, such these methods can increase the food safety, and extend the shelf life of different kinds of dairy products (14). The viability of Staph. aureus in the nutrient broth that supplemented with 0.04% of H2O2 and heated at 50°C for 60 minutes is shown in Table 7. The count of survivor cells of Staph. aureus was monitored immediately before the supplementation with H2O2 or heating at 50°C to serve as a control. The microbial cells of Staph. aureus that stressed by 0.04% H2O2 were enumerated before and after the heating process at 50°C for 60 minutes.

Supplementation of the nutrient broth with 0.04% H2O2 significantly (P<0.05) influenced the inactivation degree of the Staph. aureus where there was a significant (P<0.05) decrease in the viable count of Staph. aureus that stressed by 0.04% H2O2. The viability of Staph. aureus that subjected to the stressed of 0.04% H2O2 was not lost after 60 minutes of incubation at 37°C, where there was 5.50a±0.06 log cfu/ml survivors at the end of incubation period. More over heating of the stressed Staph. aureus by 0.04% H2O2 at 50°C for 60 minutes produced additional significant (P<0.05) reduction of the Staph. aureus count to 3.67±0.01 log cfu/ml, both the supplementation of nutrient broth with 0.04% H2O2 and heating temperature at 50°C synergistically in the reduction of Staph. aureus count in the cultured nutrient broth. *Means with a different small letter in the same row significantly different (P<0.05) between the H2O2 concentration 0.04% alone and that associated with heat treatment at 50°C. These results agree with another reports who recorded that Hydrogen peroxide, in combination with another substance as thiocyanate ion, can used to control Staph. aureus and Listeria monocytogenes in milk at different storage temperature(15). And agree with study who recorded that ozonation treatment and refrigeration storage acted as synergistic for inhibition of Staph. aureus in raw milk (16).
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Table 1 The cultural, biochemical and serological characterizations of *Staphylococcus aureus* isolates that isolated from imported cream and both raw milk and locally produced cream.

<table>
<thead>
<tr>
<th>Microorganism</th>
<th>Medium</th>
<th>Cultural characteristics</th>
<th>Positive results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Conventional biochemical characteristics</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Conventional biochemical characteristics</td>
</tr>
<tr>
<td><em>Staph. aureus</em></td>
<td>Chromogenic-agar</td>
<td>Shining Mauve colonies</td>
<td>Gram positive</td>
</tr>
<tr>
<td></td>
<td>Mannitol salt agar</td>
<td>Golden Yellow colonies</td>
<td>Catalase positive (oxygen bubbles)</td>
</tr>
<tr>
<td></td>
<td>Baird-Parker agar with egg yolk emulsion</td>
<td>shining black colonies</td>
<td>D-ANase production</td>
</tr>
<tr>
<td></td>
<td>Blood agar</td>
<td>β-hemolysis</td>
<td>Coagulase positive (agglutination)</td>
</tr>
</tbody>
</table>

Table 2 The prevalence rate of *Staph. aureus* in the locally produced cream and raw milk samples that collected from Baghdad city

<table>
<thead>
<tr>
<th>Sources of samples</th>
<th>Number of examined samples</th>
<th>Number of positive Samples</th>
<th>Isolation percentage%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cream</td>
<td>50</td>
<td>43</td>
<td>86</td>
</tr>
<tr>
<td>Raw milk</td>
<td>50</td>
<td>47</td>
<td>94</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Chi square value</td>
<td>1.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>0.18</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 3 The prevalence rate of *Staph. aureus* in the cream and raw milk samples

<table>
<thead>
<tr>
<th>Source of samples</th>
<th>Number of examined samples</th>
<th>Number of positive Samples</th>
<th>Isolation percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw milk</td>
<td>50</td>
<td>47</td>
<td>94</td>
</tr>
<tr>
<td>Locally produced cream</td>
<td>50</td>
<td>43</td>
<td>86</td>
</tr>
<tr>
<td>Imported cream</td>
<td>50</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>150</td>
<td>91</td>
<td>60.66</td>
</tr>
<tr>
<td>Chi square value</td>
<td></td>
<td>108.84</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td></td>
<td>&lt;0.0001</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4 *Staphylococcus aureus* bacterial counts log cfu/ml or g of the examined raw milk and both imported and locally produced cream samples.

<table>
<thead>
<tr>
<th>Sources of samples</th>
<th>Number of samples</th>
<th>Total bacterial counts Log(10) cfu/ml or g Mean±SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw milk</td>
<td>50</td>
<td>7.68±0.02 a</td>
</tr>
<tr>
<td>Local produced cream</td>
<td>50</td>
<td>7.19±0.05 b</td>
</tr>
<tr>
<td>Imported cream</td>
<td>50</td>
<td>3.27±0.04 c</td>
</tr>
</tbody>
</table>

### Table 5 Sensitivity of *Staph. aureus* to different concentrations of H\(_2\)O\(_2\) at different exposure times

<table>
<thead>
<tr>
<th>Exposure times (Minutes)</th>
<th>Control (log(10) cfu/ml)</th>
<th>Different concentrations H(_2)O(_2)% Mean±SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>7.07±0.02 Aa</td>
<td>6.57±0.02 Ba</td>
</tr>
<tr>
<td></td>
<td>6.33±0.06 Ca</td>
<td>5.62±0.02 Db</td>
</tr>
<tr>
<td></td>
<td>5.50±0.06 Cc</td>
<td>0.2316</td>
</tr>
<tr>
<td>60</td>
<td>0.0912</td>
<td>0.2316</td>
</tr>
<tr>
<td></td>
<td>7.07±0.01 Aa</td>
<td>6.14±0.04 Bb</td>
</tr>
<tr>
<td></td>
<td>5.65±0.18 Cc</td>
<td>5.50±0.06 Cc</td>
</tr>
</tbody>
</table>

### Table 6 Sensitivity of *Staph. aureus* for heat treatment for 48 and 50°C at different exposure times

<table>
<thead>
<tr>
<th>Exposure times (minutes)</th>
<th>(log(10) cfu/ml) Mean±SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(37°C) (Control) 48°C 50°C</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>7.07±0.02 Aa</td>
</tr>
<tr>
<td></td>
<td>4.54±0.03 Ba</td>
</tr>
<tr>
<td></td>
<td>3.44±0.02 Ca</td>
</tr>
<tr>
<td>60</td>
<td>7.07±0.01 Aa</td>
</tr>
<tr>
<td></td>
<td>4.19±0.04 Bb</td>
</tr>
<tr>
<td></td>
<td>3.10±0.02 Cb</td>
</tr>
<tr>
<td>LSD</td>
<td>0.0912</td>
</tr>
</tbody>
</table>
Table 7 Synergistic effects of H$_2$O$_2$ at concentration 0.04\% and heat treatment at 50\(^\circ\)C for 60 minutes on the viability of *Staph. aureus*

<table>
<thead>
<tr>
<th>Exposure time (minutes)</th>
<th>(log$_{10}$ cfu/ml) Mean±SE</th>
<th>H$_2$O$_2$ concentration 0.04%</th>
<th>H$_2$O$_2$ concentration 0.04% associated with heat treatment at 50(^\circ)C</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>7.07±0.01 a</td>
<td>5.50±0.06 b</td>
<td>3.67±0.01 c</td>
</tr>
</tbody>
</table>
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ABSTRACT

This study deals with the shielding properties of polymer composite against diagnostic x-rays emitted from medical x-ray tube with voltage range (80-135) kV. Polymer composites (PU/EP/lead), with lead ratio (40, 50, 60, and 70)% wt. for different sizes of lead particles had been prepared. The shielding properties of the prepared samples have been determined using the narrow beam transmission method of x-ray tube voltage by Geiger-Muller detector (GM) which used to measure the x-ray transmitted through polymer composites. The average attenuation for the lead composite varies from 90.25% to 99.17%, acceptance testing of composite used as shielding application against diagnostic x-rays. Additionally, the results show a direct relationship between the thickness of the shielding material and the attenuation percentage. The result, also show that, a reversal relationship, between the attenuation percentage and the energy of the x-ray photon. The results show that, the samples prepared of good absorption for diagnostic x-ray. So, the displayed results indicated that the constructed materials show good radiation protection properties.
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INTRODUCTION

Ionizing radiation can cause harm to both the humans and the environment. The most important source of ionizing radiation is that used in medicine for diagnostic and therapeutic purposes. However, there are three principles for protection against the hazards of radiation to keep the radiation dose received by hospital personnel under normal working conditions. These are time, distance, and shielding. As Low As Reasonably Achievable ALARA [1]. Staying as less time as possible around the radiation sources and staying as far as possible away from the radiation sources can cause less radiation exposure. Shielding is the best technique for a radiation worker to protect themselves from the hazardous effects of radiation. Shielding material reduces the exposure dose by interacting the radiation itself...
Radiation shielding is commonly used in hospitals, clinics, and dental offices to protect medical patients and workers from unintentional direct and secondary radiation exposure during diagnostic imaging. Shields take many forms: lead aprons, CT Breast Shields, CT Eye shield, Thyroid Collar, vial shields, fixed and portable lead barriers. The choice of shielding materials and the design of the shield depends on the type and the energy of the radiation itself. X-rays are the most penetrating of ionizing radiation following gamma-rays that are known to be harmful to human health. Therefore, high-density materials are used to protect life from such hazardous radiation, as lead bricks or high-density concrete which is often used. In addition, other metallic shields include copper, bismuth, tungsten, steel, etc. However, lead is superior over all these shielding materials because of its higher atomic number, density, and low cost. But however, lead is toxic and lead aprons are so heavy for personal shielding.

Nowadays, researchers are generally studying various polymers and high-density metals for radiation protection. Observations of inconsistencies in shielding performance with recommendations to improve standardized methods for acceptance testing. Several researchers have been studied for developing new shielding materials for ionizing electromagnetic radiation. In (2009, Harish, et al), used unsaturated polyester resin as matrix material and used lead (II) oxide as filler. They found linear attenuation coefficient of the composite with 50% filler amount as 0.206 cm\(^{-1}\). Thus they reported that their composite’s attenuation performance was better than cement, copper, and silver. In the same year, Plions, A.A, et al had been studied on polymer-bismuth bricks that could be used as an alternative to lead bricks and they reported their attenuation performances nearly same as lead bricks for radiation energies below 400 keV. In (2012), Dong Yu, et al had been studied effects of WO\(_3\) particle size in WO\(_3\)/Epoxy resin radiation shielding material. In (2013), Noor Azman, et al had been studied characterizing of micro-sized and Nano-sized tungsten oxide-epoxy for radiation shielding of diagnostic X-ray.

In the same year, Dhameer A. Mutlak and Ahmed H. Ali had been studied the properties of gamma shielding by using epoxy lead powder and lead shut composite and found linear absorption coefficient[10]. In (2014), E. Eren Belgin et al had been studied a Novel Metal Oxide Filled Polyethylene Based Composite Shielding Material for Protection from Harmful Effects of Ionizing Electromagnetic Radiation. In (2016), Noor M. A had been prepared samples of polymers composite of polyurethane with epoxy added deferent ratio of lead powder (Nano) used as Bremsstrahlung Radiation shielding. Several more recent studies using clinical beams have examined different aspects of the attenuation properties of some commercial radiation aprons. Likein (2011, Abdullah, H., et al) had measured the attenuation percentage for four groups of commercial lead composite aprons. In (2003), Christodoulou et al had been stayed Evaluation of the transmitted exposure through lead equivalent apron used in a radiology department, including the contribution from backscatter try to improve standardized methods for acceptance testing. In (2014), Yuçel, H. et al had been studied, the X-ray attenuation properties of some protective materials made from elastomers loaded by high-Z elements (such as Sb, Sn, W, Ba, etc.) determined in terms of the attenuation ratio using both narrow and broad-beam geometry conditions.

**THEORY AND EVALUATION**

When an incident x-ray photons passing through absorber material some pass without interact with matter and some are absorbed or scattered in a single event through various interaction processes photoelectric effect, Compton Effect, and pair formation. The attenuation of x-ray when they pass through an absorber of thickness (x) can be expressed by the exponential law.

\[ I = I_0 e^{-\mu x} \]  

where \( I_0 \) is incident x-ray, \( I \) is attenuated x-ray X is thickness of absorber material And \( \mu \) is the linear attenuation coefficient of absorber (cm\(^{-1}\)). The linear attenuation coefficient depends on photon energy and attenuator atomic number.
High energy radiation is scattered principally by electrons, and so are best shielded by elements with high atomic number (Z) [18]. Thus Lead (Pb) which an atomic number of (82) is expected to shield better than (polyurethane/epoxy) alone. So, (Lead/polyurethane/epoxy) composites would be expected to increase the radiation shielding characteristics. Thus, one object of this work was to study the enhancement of the radiation shielding afforded to polyurethane/epoxy/lead composites.

Percent attenuation calculations

Shielding is mainly achieved by wearing protective lead aprons of 0.25 or 0.5 mm thickness, which have been cited to attenuate over 90% and 99% of the radiation dose, respectively[18]. Percent attenuation (%Att.) Values of the composite materials can calculated by the equation [13]:

\[ \text{Attenuation\%} = \left[ 1 - \left( \frac{\text{measurement with shielding}}{\text{measurement without shielding}} \right) \right] \times 100\% \quad \text{(2)} \]

Effective atomic number and density percent for composite

The values of the effective atomic number of the compound’s or the mixtures can be calculate from the atomic number value of each element addition to the percentage of its presence in the compound or mixture equation [3]

\[ Z_{\text{eff}} = \frac{n_1 z_1 + n_2 z_2^2 + \ldots}{n_1 z_1 + n_2 z_2 + \ldots} \quad \text{..................(3)} \]

Where \( n_1, n_2 \) represent the (wt %) in composites and \( z_1, z_2 \) are the atomic numbers of each element in composite. The "theoretical density values \( (\rho_{\text{comp}}) \) were calculated from Eq. (4) with an assumption of the samples being void free" [7].

\[ \rho_{\text{comp}} = \frac{100}{M + F} \quad \text{..................(4)} \]

where \( M = \text{wt \% of the matrix}, F = \text{wt \% of the filler}, \rho_m = \text{density of matrix} \text{ and} \rho_f = \text{density of the filler}, \text{ with unit of gm/cm}^3. \]

Heaviness composite

To verify the heaviness of the polymers composites, lead was assumed as standard and normalized to 100%. With reference to lead, the percentage of the other conventional shielding material along with the composite using the following relation [20]:

\[ \% \text{ of heaviness} = \frac{\text{Density of given material}}{\text{Density of lead}} \times 100 \quad \text{(5)} \]

MATERIALS AND METHODS

The materials used to prepare the composite samples as a shield with different thicknesses of this work are; Epoxy Resin (EP) EUXIT 50 (Swiss Chem.), polyurethane (PU) EUXIT TG10 (Swiss Chem.) Polyurethane (PU) EUXIT101 and Lead Nano, powder and shot, ball.
Sample Preparation

Preparation of EP/PU Blends

Epoxy Resin (EP)

An exact amount of special hardener is added to the resin with weight ratio of hardener to resin (1:3) using a sensitive electronic balance of sensitivity (0.01gm). The content is mixed thoroughly by a fan type stirrer until the mixture becomes homogeneous.

PolyurethaneTG10

A sufficient amount of isocyanate hardener is also added to resin (polyol) with weight ratio of hardener to resin (1:9). The content is also mixed thoroughly by a fan type stirrer before adding epoxy to the mixture. The epoxy/polyurethaneTG10 blends are prepared with weight ratio of both polymers as (%EP+PU) multiple blends with different ratio and different thickness were done. Also made another blends but used the polyurethaneTG10 polyol (without hardener) with epoxy(PUTG10 polyol+%EP) by the same manner of the previous preparation were prepared the blend. The (resin) polyurethane PU101 blends are prepared with weight ratio of both polymers as (EP%+PU101%) made multiple blend with different ratio this blends appear flexible mixture becomes ready after they are stored at room temperature for 72 hours. The best compatibility blends after made the bending test according to ASTM (American Society For Testing and Materials) standard D790, and tensile test D638[21] was (60%EP + 40%PUTG10 ), (80%EP +20%PUTG10 polyol) and (30resin +70%PU101) The mixture was placed in a circular templates it's diameter proportional to the diameter detector for the most accurate results as shown in figure (1).

Preparation of lead /Ep/pu composites

By the same manner of the previous preparation of blend, using the best ratio of blends, the lead EP/PU composites will be pre prepared as shown in figure (2).

X-ray Transmissions measurement

The x-ray transmission through the prepared samples was studied using beams generated from a diagnostic x-ray machine (Sedecal, model A-6553001 fixed) in the range from (40 - 150 kV) tube voltages. For all beams, the exposure was set at 10 mA in time 0.1 sec. The distance between the x-ray tube and the detector was set at 100 cm, and the x-ray beam was well collimated relative to the center of the detector for a dimension of about (3x3) cm according to the samples size. Arriving to the detector type (wallac/ RDA-31) which measurement range was 0.05-400 mR. h−1 [22]. Connected by sensor with the detector A Geiger-Muller (GM) tube produced by IRAqi Center of Radiation Protection. The primary x-ray beam (I0) and the transmitted x-ray beam (I) were measured using a detector. The exposure produced by the primary x-ray beam was measured in the absence of sample between the x-ray tube and the detector. Meanwhile, the transmitted x-ray beam (I) was measured with present samples. The transmission of protective composite is dependent on the incident energy of the photons and the thickness of the protective material [14].
RESULTS AND DISCUSSION

The shielding effect of the examined composite was studied in terms of x-ray transmissions with the energies of (80, 100, 120 and 135) kV. The attenuation percentage was obtained by applying equation (5). The thickness of each composite was fixed at (10mm) and the X-ray tube current was set at (10mA) as shown in table (3) column (3) intables (3,4,5) its apparent density of each samples increased with the increment of filler content, a phenomenon which was also observed by "Harish.et al 2009[7]."who stated that "increase with lead particles loading values, Increasing filler content in composites with a fine dispersion of high density filler should offer more interaction probability of photons and hence better shielding properties"This findings are important for the X-rays which are considered as the most penetrating radiations as compared to other ionizing radiations. Their interaction depends on the probability of their collision with the atomic numbers of the materials during the interaction.

To increase the probability, must be interact the density of the material they are passing through needs to be increased, which means the materials should have a lot of atoms with an assumption that the materials are free from voids as explanation by AzmanNZet al .2013[4]. It was found that the average attenuation or (shielding effect) of the lead composites varies from (93. %) to (99.17 %), where the attenuation percentage of the examined composites decreased with increasing the X-ray tube voltage ,the resultsagreement withChristodoulou, E.G et al 2003 . These findings also are in agreement with Azman NZet al., 2012. [23] who published that the "probability for the photoelectric interaction to occur depends on (Z/E) where (Z) is the atomic number of the absorbing material, and E is the photon (X-ray) energy while Compton scattering is dominant in the high energy photons, the probability of Compton scattering is weakly dependent of the atomic number (Z) and X-ray energy (E) The transmissions of the diagnostic X-ray were measured by using the Geiger-Muller detector and are represented in figure (3). There was a clear difference in the transmission percentage of the composites with the change in the tube’s voltage, these composites exhibited different levels of attenuation at the same beam quality.

It was found that the (P-Y) composite which was loaded with 70% lead powder showed the most effective shielding for the voltage range (80 to 135) kV, where it exhibited consistent protection over the diagnostic energy range (over 100 kV), where the shielding protection of lead is dominant [13] and very low transmission was achieved with attenuation percent of (99.17 %). A higher X-ray transmission was appeared with the (P-B) composite which was loaded by70% lead powder, where the average attenuation percentage was (98.32 %), r = 0.9856. This result can be explained by the dispensability of the lead powder through the Blend (B) which has a density effect of (1.0988 g/m/cm$^3$) while the Blend (Y) has a density effect of (1.014 gm/cm$^3$) so that the lead powder particles has been easily concentrated through the blend (Y), this homogenous concentration helped in increasing the resistance against the X-ray. The average attenuation percentages of the (F-Y), (K-B), and (K-Y) were found lower than the average attenuation percentage of the two previously discussed composites (98.55% with r=0.8918, 97.8% with r=0.95712, 93% with r=0.9974) respectively, the (F-Y) composite showed a higher attenuation percentage as compared with the (K-B, and K-Y) composites because of the existence of 40%.

Nano lead particles in its composition, while (k-B and K-Y) Composites containing Lead powder 50% but the density of (K-B) Sample larger than (K-Y)sample. The same transmission measurement test was repeated with the (Z-Y, H-Y, and H-G) composites of the thickness (4mm), at x-ray tube current of (10mA) and the average attenuation percentages were found for each of them as listed in table (4). The results of table 4 showed that the highest average attenuation percentage was appeared with the (H-G) composite which was loaded with a 70% Nano lead particles and it had a density effect of (3.105 g/cm$^3$), this composite exhibited an excellent attenuation for the diagnostic x-ray (99.15% and r=0.90453) as shown in figure (4) while the (H-Y) composite showed a less attenuation percentage and higher x-ray transmission (97% with r=0.98523) as compared with the (H-G) composite because it has a lower density effect (2.797 g/cm$^3$). The (Z-Y) composite showed the lowest average attenuation percentage (90.25% with r=0.99245) and the highest transmission of the diagnostic x-ray as compared with the other two previous samples, this
Composite contained 50% of Nano lead particles with a density effect of (1.8622 g/cm³). The results of table (5) showed the change in the attenuation percentage of the x-ray with this composite where the average attenuation was (80.75%). When increasing the Composite's thickness as in (D-Y2) composite led to a noticeable increase in the attenuation percentage value (95.138%). For this reason, this composite exhibited an excellent shielding effect for the diagnostic x-ray. The attenuation x-ray increases with increase thickness of composite this result perfectly applicable with the theoretical concept of the equation (1). The regression lines of figure (5) describes the transmission of the x-ray through the composites with the change of the x-ray tube voltage through (D-Y1 and D-Y2).

Composites' Heaviness Results

The Lightness of each polymer composite was evaluated in comparison to lead heaviness which is considered as a standard and normalized to 100% by using the equation (5). It was found that the composite (H-G) had the highest heaviness while the lightest composite was the (F-Y) as shown in table (6) and figure (6) It was observed that the heaviness percentage of the composite increase with increasing the filler concentration. These results proved that the polymer composites exhibited excellent lightness when they are compared to the conventional radiation shielding material like lead; they showed an appreciable performance particularly at higher filler concentration (preferably 40% and above) for the diagnostic x-ray. The results of the current study is in complete accordance with Harish. V., et al. 2012 [20] and Abbas J. Al-Saadi. 2014 [24] who proved that polymer composite exhibits considered lightness when it was compared with the conventional radiation shielding material like lead, and concrete.

CONCLUSIONS

In the present work a new material had been tested for radiation shielding applications in order to meet needs for lightweight multifunctional shielding materials. The current study included the following conclusions:

1. Composite of thickness 2mm flexible elastic and easily shapeable. And lightness can be used in medical application as shielding like aprons, gloves as sample D-Y2
2. Samples which flexible and lighting with thickness 4mm can be used as CT-scan Breast Shield, eye shield, Thyroid Collar, as(H-Y) composite
3. Composite sample (H-G) of the thickness (4mm) is rigid. This it can be used as fixed and portable lead barriers,
4. Transmission of diagnostic x-ray increased with increasing tube voltage, for all samples
5. As the composite sample thickness increases, the attenuation will be increase accordingly.
6. The density of the composite sample increases with increasing the lead ratio and the attenuation of X-ray by polymers composites increased with increasing the samples density. Therefore, polymer composite is preference attenuation than pure polymer blend.
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Table 1. the blend codes

<table>
<thead>
<tr>
<th>Sample choice</th>
<th>Blend code</th>
</tr>
</thead>
<tbody>
<tr>
<td>20% polyurethane ( PU)TG10 without hardener +80% epoxy (EP)</td>
<td>B</td>
</tr>
<tr>
<td>70% polyurthan(PU)101 +30% resin</td>
<td>Y</td>
</tr>
<tr>
<td>40 % polyurethane PU TG10+60%EP</td>
<td>G</td>
</tr>
</tbody>
</table>
Table 2. Composites' samples the blend with the lead ratio

<table>
<thead>
<tr>
<th>Blend code</th>
<th>Lead size Pb</th>
<th>Lead ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blen B</td>
<td>N-Y normal</td>
<td>Without pb</td>
</tr>
<tr>
<td>P-B</td>
<td>P-Y</td>
<td>70%</td>
</tr>
<tr>
<td>K-B</td>
<td>K-Y</td>
<td>50%</td>
</tr>
<tr>
<td>H-G</td>
<td>H-Y</td>
<td>70%</td>
</tr>
<tr>
<td>Z-G</td>
<td>Z-Y</td>
<td>50%</td>
</tr>
<tr>
<td>F-Y</td>
<td>Nano</td>
<td>40%</td>
</tr>
<tr>
<td>D-Y</td>
<td>Nano</td>
<td>60%</td>
</tr>
</tbody>
</table>

Table 3. average attenuation percentage of the diagnostic X-ray for different composites with thickness 10mm

<table>
<thead>
<tr>
<th>No</th>
<th>Composites code</th>
<th>ρ</th>
<th>Attenuation %</th>
<th>average KV%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>K-Y</td>
<td>1.862</td>
<td>96</td>
<td>94</td>
</tr>
<tr>
<td>2</td>
<td>K-B</td>
<td>2.0034</td>
<td>98.5</td>
<td>98</td>
</tr>
<tr>
<td>3</td>
<td>F-Y</td>
<td>1.5955</td>
<td>99.2</td>
<td>99.5</td>
</tr>
<tr>
<td>4</td>
<td>P-B</td>
<td>2.987</td>
<td>99.6</td>
<td>99.5</td>
</tr>
<tr>
<td>5</td>
<td>P-Y</td>
<td>2.797</td>
<td>99.5</td>
<td>99.2</td>
</tr>
</tbody>
</table>

Table 4. Average attenuation percentages of the diagnostic X-ray for (Z-Y, H-Y, and H-G) composites with thickness 4mm

<table>
<thead>
<tr>
<th>No</th>
<th>Sample code</th>
<th>ρ</th>
<th>Attenuation percentage %</th>
<th>Average KV%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Z-Y</td>
<td>1.8622</td>
<td>94</td>
<td>92</td>
</tr>
<tr>
<td>2</td>
<td>H-Y</td>
<td>2.797</td>
<td>98.5</td>
<td>98</td>
</tr>
<tr>
<td>3</td>
<td>H-G</td>
<td>3.105</td>
<td>99.5</td>
<td>99.5</td>
</tr>
</tbody>
</table>

Table 5. Attenuation percentage for the X-ray of (D-Y1 and D-Y2) composites

<table>
<thead>
<tr>
<th>no</th>
<th>Sample code</th>
<th>ρ</th>
<th>Samples thickness</th>
<th>Attenuation percentage %</th>
<th>Average kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>D-Y1</td>
<td>2.2359</td>
<td>1mm</td>
<td>86</td>
<td>85</td>
</tr>
<tr>
<td>2</td>
<td>D-Y2</td>
<td>2.2359</td>
<td>2 mm</td>
<td>97.272</td>
<td>97.05</td>
</tr>
</tbody>
</table>

Table 6. samples heaviness as compared to lead normalized to 100%

|-------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
Figure 1. Polymer blend samples.

Figure 2. Types of polymer composite

Figure 3. A diagram clarifying direct X-rays radiation dose measurement without and with a radiation specimen.

Figure 4. The transmission of the diagnostic X-ray versus the X-ray tube voltage of (K-Y, K-B, F-Y, P-B, and P-Y) composites

Figure 5. The transmission of the diagnostic x-ray versus the x-ray tube voltage of (Z-Y, H-Y, and H-G) composites

Figure 6. The transmission of the diagnostic X-ray versus the X-ray tube voltage of (D-Y1 and D-Y2) composites

Figure 7. Diagram percentage of heaviness
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**ABSTRACT**

The aim of this study is to explain the effect of 60mg/kg B.W. of thymus vulgaris on some physiological parameters in male rabbits. Twelve adult male rabbits were used in this study and were divided equally into two groups: first group was control (C) and received normal saline orally for four weeks, the second group (treated group) was intubated orally with *Thymus vulgaris* (T.v.) in dose 60mg/kg B.W. for four weeks. Blood samples were collected by heart puncture from each animal at the end of experiment blood collected in gel activated tube without anticoagulant, anticoagulant serum was separated from coagulant blood by centrifugation. The results of this study showed that there were significant (P<0.05) increase in serum glutathione (GSH), significant decrease (P<0.05) in Malondialdehyde (MDA), significant decrease (P<0.05) in vitamin C (vit C), the value of vitamin E (vit E) concentration was non-significant increase (P>0.05) in animal received thymus vulgaris as compared with control group. The value of serum urea was reduced significantly in animals that received (T.v.), non-significant increase (P>0.05) in serum creatinine concentration, blood sugar concentration was reduced significantly (P<0.05) as compare with the control group. This study explain that there were non significant increase (P>0.05) in serum total protein, albumin, globulin concentration, significant increase (P<0.05) in Aspartate aminotransferase (AST), there was non-significant increase (P>0.05) in alanine aminotransferase (ALT), while concentration of alkaline phosphatase (ALP) reduced significantly (P<0.05) in animal received (T.v.) as compared with control group.

**Keywords**: Thymus vulgaris, antioxidant factors, Kidney function, Liver enzyme
INTRODUCTION

The medicinal variety is known as common Thyme or garden Thyme, the same variety that is most often used for seasoning. Medicinal preparations of common Thyme are made from the leaves and the flowers (Margar, 2011). Thyme essential oil also has medicinal applications. Thyme is combined with other herbs to treat ailments that range from bronchitis and sore throat to gastritis and skin disorders. Drinking Thyme tea on a regular basis even helps with arthritis. In the Middle Ages Thyme was used as a food preservative and an incense (Tribal, 2002). Thyme is herbaceous plant of the platoon species, grows in mountainous areas, used as a beverage instead of or with tea, added to some food to give it an acceptable flavour, the plant is used in folk medicine frequently where it is prescribed to treat mouth infections, stomach, intestine and airways, coughing and gastroenteritis and expel intestinal worms, as well as to strengthen the heart (Mohamed and Omar, 2013). The thyme (Thyme vulgaris L.) belong to the lamiacea family and aromatic native herbs in the Mediterranean region thymus vulgaris essential oil (TEO) is a mixture of monoterpenean. The main compounds of this oil are the natural terpenoid thymol and its phenol isomer carvacrol (CVL) (Amiri, 2012), (Nickavar et al, 2005). Which have antioxidant (Hoferlet al, 2009)6 , antimicrobial (Youdim et al, 1999) , antitussive (Barnes et al, 2007), expectorant (Dorman et al., 2000), antispasmodic effects (Monographs, 2009). Terpenoids flavonoid aglycones, flavonoids glycosides and phenolic acids were also found in thymus spp. (Vila et al, 2002). Thyme (thyme Vulgaris L.) is an aromatic plant of the Mediterranean flora commonly used as spices and for medicinal purposes, thyme is traditionally used for its antiseptic (Brasseur, 1983), antispasmodic (Essawi and Srour, 2000) and antitussive effects. Furthermore, thyme possesses antimicrobial, antifungal (Miura et al, 2002), antioxidative and antiviral properties (Soliman and Badeea, 2002). The essential oil derived from thyme (thyme Vulgaris L.) is a mixture of monoterpenes and one of the main compounds of this oil is a natural terpenoid thymol (Hudaib et al, 2002). Thymol exhibits multiple biological activities including antiinflammatory (Braga et al, 2006) immunomodulating (Suzuki and Funuta, 1988) antioxidant (Aeschbach et al, 1994), antibacterial (Didry et al, 1994) (Venturini et al, 2002) antifungal (Mahmoud, 1994) and free radical scavenging properties (Fujisawa and Kadoma, 1992). The herb is also a rich source of many important vitamins such as B-complex, folic acid, beta carotene, vitamin A, K, E and C.

MATERIALS AND METHODS

Thymus vulgaris preparation dry thyme leaves powder was prepared after grinding and mixed with distilled water. And the dose was prepared by using 60mg/kg B.W. (Wilson, 2002) for treated group and dosed for four weeks.

Experimental Design

This study was carried out at the animal house of Biology Department at the College of Sciences for Women /University of Baghdad. Twelve adult male rabbits weighting 1000-1250g were used in this study. The animals were housed for two weeks for acclimation, they were housed in cages within a room with controlled temperature and humidity, and they were kept under good hygienic conditions. The animals were maintained on anatural 12h light and 12h dark cycle, received a balanced diet, water adlibitum throughout the experiment period.

Control Group

Received standard diet and distilled water orally daily for four weeks. 2- Treated Group: received orally Thymus vulgaris at dose of 60mg/kg B.W. for four weeks. At the end of experimental period, blood samples were collected from overnight fasted animals by cardiac puncture without anticoagulant in gel activated tubes and serum separated coagulant blood by centrifugation at 5000rpm for 10 minutes and stored at (-20°C) for studying the following parameters, glutathione, malondialdehyde, Vitamin C, Vitamine E. Concentration Glutathione according to
enzyme kit (Beutler et al., 1963), malondialdehyde according to (Ohkawa et al., 1979), vitamin C according to (Lin, 1982), vitamin E according to (Bierie et al., 1979). Concentration serum urea, creatinine, blood sugar according to diamond enzyme kit (Palton and Crouch, 1977), (Henry, 1974). Total protein was estimated by (Doumas, 1971). Serum albumin concentration was estimated according to kit (Young, 1995). The concentration of serum globulin was estimated indirectly by measuring of albumin in serum and then it was subtracted from there of serum globulin concentration (total serum protein – serumalbumin concentration = serum globulin). Determination of serum AST and serum ALT performed by using enzymatic kit (Reitman and Frankel, 1975), ALP was measured according to (Belfield and Goldberg, 1971). The crude data were analyzed by using statistical analysis system (SAS) and the significance was considered at P<0.05 (SAS, 2012).

RESULTS AND DISCUSSION

Table (1) Expained that a comparison in antioxidant and oxidative stress between treated group and control group. There was significant increase that was (7.76±0.49) mmol/L in treated group as compared with control group (5.10±0.22) mmol/L. Malondialdehyde concentration (MDA) that was indicator for oxidative stress (Lipid peroxidation) decrease significantly (P<0.05) in treated group (0.93±0.06)mmol/L as compared with control group (1.26±0.08) mmol/L. There was significant decrease (P<0.05) in VitC concentration that was (0.19±0.08)mg/dl in treated group as compared with control group (0.34±0.05)mg/dl. While there was non significant change in Vit E concentration in treated group as compared with control.

The results obtained in table (1) revealed that, administration of thyme to normal rabbits exhibited a significant increase in glutathione (GSH) as compared with controled group. Glutathione (GSH) is a non-enzymatic biological antioxidant and one of the most abundant naturally occurring tripeptides. GSH is capable to remove free radicals such as H2O2, superoxide radicals and alkox radicals produced during oxidative stress, maintenance of membrane protein thiols detoxification of foreign chemicals and biotransformation of drugs (Alin et al., 2010). These results may be attributed to the antioxidant activity of thyme. This suggestion was supported by the finding of (Archana et al., 2009) who mentioned that, TOH could optimally antagonized radiation-induced toxicity, which may be due to its free radical scavenging potential, by normalizing the intracellular antioxidant levels, also by its anti-lipid peroxidative potential. This results of the increase (GSH) agreement with (Hussein et al., 2013) This observation increase thoughts that the thyme have an effective protective mechanism in response to ROS and may be associated with decreased the oxidative stress and free radical mediated tissue injury due to its ability to scavenges the free radical and this is one of the majorantioxidant mechanism to hinder the chain reaction of lipid peroxidation (Seung et al., 2005) agreement with (Swayeh, 2014) However, administration of thyme to intoxicated rabbits exhibited a significant decrease in malondialdehyde (MDA) as compared with controlled group. The recorded results may be related to the antioxidant properties of phenolic compounds found in the thyme (Baranauskienet al., 2003).

It is well documented that he leaves and flowers of plant containing numerous aromatic chemicals. Phenolic phytochemicals are thought to promote optimal health partly via their antioxidant and free radical scavenging effect there by protecting cellular component against free radical induced damage (Dapkevicius, et al., 2002) agreement with (Archana et al., 2009). Decrease in (MDA) that thyme may protect the liver by preventing the increase of MDA because it scavenges the free radicals and this scavenging is one of the major antioxidant mechanisms to inhibit the chain reaction of lipid peroxidation agreement with (Abu-Raghiilet al., 2016). Vitamin C is one of the naturally occurring antioxidant in nature (Traikovich, 1991), (Sies and Wilhelm, 1995). Vitamin C is the major water – soluble antioxidant within the body (Wang et al., 2007). However, administration of thyme to rabbits exhibited a significant decrease in Vitamin C. this is because vitamin C is generally unstable when it has incelement storage in terms of light, temperature, humidity and diseases. Perhaps, the other reason is the high rate of vitamin C in thyme essential oil treatments due to greater impact of the oil to control decay. (Burton and Ingold, 1986). Vitamin E functions as a chain-breaking antioxidant that prevents the propagation of free radical reactions (Burton and Ingold, 1986). There was...
non-significant changes vitamin (vit.E). Table (2) Explained that there was significant decrease ($P<0.05$) in urea concentration that was (53.66+2.45mg/dL) in treated group as compared with control group that (79.33+3.62mg/dL). Creatinine (Cr.) concentration ($P>0.05$) in treated group as compared with control group. Blood sugar there was significant decrease in blood sugar ($P<0.05$) in treated group that was (80.33+2.5)mg/dL as compared with control that was (105.33+4.95mg/dL).

While there was non-significant in the value of creatinine in treated group compared with control. While there was decreased blood sugar concentration of effect thyme showed significant reduction in glucose as compared with group control. These results were in agreement with (Al-Aminet et al,2006), (Goyal and Kadnur,2006) and (Iranloye et al,2011). (Iranloye et al,2011) concluded that thyme has hypoglycemic effect, enhances insulin synthesis and this may be due the reduction in blood glucose by thyme oil to the action of carvacrole or thymol which is an insulin mimetic and possibly the ability of the plants oil to alter the inhibitory activity of alloxan on glucokinase which is the glucose sensor of the β cells (Parivash et al,2011). While there was decrease urea concentration by the reduction of blood urea, in animals that thyme may contains some effective compound that influence removing certain waste products from plasma that interfered with a mechanism of reabsorption urea in the nephrons (Jagetia et al,2003). The thyme could prevent the depletion of antioxidant concentration and antioxidant enzymes Activity in the kidneys by instructive the effect of urine flow rate on the renal Eliminating of a substance such as creatinine and urea the (Frondoza et al,2004). The presence of polyphenols and flavonoids in the thyme might be responsible for the antioxidant nephroprotective activities and the reduction of serum urea, creatinine (Afshari et al,2007). This result explained that this plant has protective effect on kidney function.

Table (3) revealed that there was non–significant change ($P>0.05$) in serum total protein, Albumin, Globulin, Alanine aminotransferase (ALT), and Alkaline phosphates (ALP) while there was significant increase in serum Aspartate aminotransferase (AST) that was (29+0.36 mg/dL) in treated group as compared with control (12+0.13mg/dL).
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Table 1. The effect of *Thymus vulgaris* in a dose of 60mg/kg B.W. on antioxidants parameters in control and treated male Rabbits

<table>
<thead>
<tr>
<th>The Group</th>
<th>GSH(mmol/L)</th>
<th>MDA(mmol/L)</th>
<th>Vit.-C (Mg/dl)</th>
<th>Vit.E (Mg/dl)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>5.10±0.22</td>
<td>1.26±0.08</td>
<td>0.34±0.05</td>
<td>3.33±0.12</td>
</tr>
<tr>
<td>Treatment</td>
<td>7.76±0.49</td>
<td>0.93±0.06</td>
<td>0.19±0.08</td>
<td>2.70±0.08</td>
</tr>
<tr>
<td>LSD value</td>
<td>1.763*</td>
<td>0.288*</td>
<td>0.093*</td>
<td>0.607 NS</td>
</tr>
</tbody>
</table>

P<0.05), NS: non-significant.*

Values are expressed as mean ±SE n=6 for each group.

Table 2. The effect of *Thymus vulgaris* in a dose 60 mg/kg B.w. in Urea (Ur), creatinine (Cr.), blood sugar (B. Sugar) parameters in control and treated male rabbits

<table>
<thead>
<tr>
<th>The Group</th>
<th>Urea(mg/dl)</th>
<th>Cr. (mg/dl)</th>
<th>B. sugar (mg/dl)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>79.33±3.62</td>
<td>0.86 ± 0.07</td>
<td>105.33 ± 4.95</td>
</tr>
<tr>
<td>Treatment</td>
<td>53.66±2.45</td>
<td>0.78 ± 0.03</td>
<td>80.33 ± 2.15</td>
</tr>
<tr>
<td>LSD value</td>
<td>7.912*</td>
<td>0.193 NS</td>
<td>17.47*</td>
</tr>
</tbody>
</table>

*(p<0.05), NS: Non-Significant.

Values are expressed as mean ±SE n=6 for each group

Table 3. The effect of thymus vulgaris in a dose 60 mg/kg B.w. in Total protein, Albumin, Globulin, Aspartate aminotransferase (AST), Alanin aminotransferase (ALT) and Alkaline phosphatase (ALP) in control and treated male rabbits

<table>
<thead>
<tr>
<th>Group</th>
<th>Mean ± SE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total protein (mg/dl)</td>
</tr>
<tr>
<td>Control</td>
<td>6.96±0.27</td>
</tr>
<tr>
<td>Treatment</td>
<td>7.60±0.44</td>
</tr>
<tr>
<td>LSD value</td>
<td>NS 0.893</td>
</tr>
</tbody>
</table>

*(p<0.05), NS: Non-Significant.
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ABSTRACT

In this work, cadmium oxide (CdO), zinc oxide (ZnO), and their composites nanofilms were obtained at room temperature with different concentrations of zinc oxide (x= 0.3, 0.5, and 0.7)%wt. on to glass substrates by pulsed-laser deposition (PLD) technique characterized by X-ray diffraction (XRD), atomic force microscopy (AFM), and UV-visible device. The XRD pattern of the films showed polycrystalllographic phases with (111), (101), (100), and (200) referred to orientations and they have hexagonal and cubic nature. Optical properties were studied for the prepared films using an ultraviolet-visible and near-infrared spectrophotometers. In addition to the refractive index, extinction coefficient and dielectric constant were determined.

Keywords: (CdO)1-X(ZnO)X pulsed laser deposition growth; Atomic Force Microscopy; X- Ray diffraction; optical properties.

INTRODUCTION

During the last years, the researchers have focused on one-dimensional semiconductor nanomaterials due to their unique properties, among these materials, cadmium oxide (CdO) is n-type semiconductor with ranging direct band gap of 2.2-2.7 eV and an indirect band gap of 1.98 eV[1]. CdO has many attractive properties such as large energy band gap, high transmission coefficient in visible spectral domain remarkable luminescence characteristics etc[2]. This materials have been widely studied for optoelectronic applications in transparent conducting oxides (TCO)[3], solar cells [4], photovoltaic[5], photodiodes[6], as well as, other types of applications like IR heat mirror[7], gas sensors[8], low emissive windows, thin-film resistors,…etc.[9-10]. Zinc oxide (ZnO) is a promising material and it has unique desirable properties such as wide band gap of 3.37 eV and large exciton energy around 60meV. ZnO is thermally
more stable in hexagonal wurtzite structure at room temperature than in cubic zinc bland structure[11]. The desirable physical and chemical properties of ZnO has received great attention and make it viable for the design of optical, electrical, and magnetic devices such as photo detectors, NO2 gas sensor, ZnO based on LED's, transistors, sensors, solar cells, optical switches, photo-catalyst, etc. Also, ZnO can be employed in biomedical applications[12]. A variety of techniques have been employed to prepare CdO nanostructure such as pulsed-laser deposition (PLD) technique[13], spray pyrolysis[14], chemical vapour deposition[15], sol-gel method[16], and DC magnetron sputtering[17]. In this work pulsed-laser deposition technique used to prepare CdO doped ZnO nanostructure. The structural and optical properties of the films have been studied[18].

MATERIALS AND METHODS

Cadmium oxide with a purity 99.99% and zinc oxide with purity 99.99% were mixed at different concentration of (x=0.3, 0.5 and 0.7) wt. %. The powder of precursor was mixing together using agate mortar then the mixture was pressed into pellets (1.5 cm in diameter and 0.2 cm thick), using hydraulic piston type, under pressure of 6.5 tons. Finally the pellets were sintered in air at (550K) for 2 h. The thickness of (CdO)1-x(ZnO)x thin film was measured using an optical interferometer method employing He-Ne laser 632nm with incident angle 45°. This method depends on the interference of the laser beam reflected from thin film surface and then substrate, the films thickness (t) was determined using the following formula [20]:

\[ t = \frac{h}{2} \frac{\Delta x}{x} \]  \hspace{1cm} (1)

where x is fringe width, \( \Delta x \) is the distance between two fringes and \( \lambda \) is wavelength of laser He – Ne (632.8 nm).

PLD and Thin Film Preparation

The (CdO)1-x(ZnO)x films were deposited on glass substrates of (2.5×7.5 cm) which are cleaned with dilated water using ultrasonic process for 20 minutes to deposit the films at room temperature by PLD technique using Nd:YAG with \( \lambda = 1064 \) nm at energy 400 mJ, repetition frequency (6 Hz) for 200 laser pulse is incident on the target surface making an angle of 45° with it. The distance between the target and the laser was set to (10 cm), and between the target and the substrate was (1.5 cm), under vacuum of (3×10^-3 mpar).

Characterization

The crystal and phase structure of (CdO)1-x(ZnO)x thin films were examined using XRD analysis type (SHIMADZU 6000 X-ray diffract meter system). The surface roughness and topography of deposited thin films was investigated using Atomic Force Microscopy (AFM) micrographs type (Digital Intruments, CSPM-AA3000). The optical properties of the films were investigated by a double–beam UV/VIS Spectrophotometer (Metertech) SP8001in the range (300-1100) nm.

RESULTS AND DISCUSSION

X-ray diffraction results (XRD)

XRD studies were carried out in order to get an idea of the nature of the crystal structure of CdO, ZnO and CdO:ZnO films prepared by PLD technology at (x=0.3, 0.5 and 0.7)% under Vacuum (P=2.5 x 10^-2 mbar) Through the study of diffraction X-ray, we can understand the crystalline growth of films prepared by PLD on a glass slide at room substrate temperature.
Figure (1) shows the x-ray diffraction (XRD) patterns of CdO, ZnO and CdO:ZnO composite films with different ZnO contents at room temperature. The peaks of ZnO (100) (101) planes can be clearly seen for the film with 0.3% ZnO, and the peak intensity of ZnO increases with the increasing of ZnO content of the composite. It is also seen that as the content of ZnO increases the peak of CdO (111) (200) decreases. Table (1) shows the structural parameters like 2θ, FWHM, inter-planar spacing, and Crystalline size of pure CdO, ZnO and CdO:ZnO with different x content (0.3, 0.5 and 0.7)% at RT

**Atomic force microscopy (AFM)**

The grain size (grain diameter) and average roughness of CdO, ZnO and (CdO):(ZnO) films prepered at RT with different content of (x=0.3, 0.5 and 0.7)%wt are shown in table (2). Figure(2) depicts the surface morphology of the films analyzed by (AFM) (Scanning probe Microscope type) (AA3000). From the images, it was observed that the surfaces of the films exhibited a certain degree of roughness and the film become rougher when the concentration increases. This result indicates that the growth of larger grains with increasing concentration leads to an increase in the surface roughness. It is observed that the average grain size increases with increasing of concentration and the values of the average grain size variable from (50.7-62.57nm) depending on film concentration as shown in table (2). This may be due to the bigger clusters formed by the coalescence of two or more grains [21]. It is clear from this table, that there are minimu difference between the value of grain size measure by (FAM) and by (XRD) analysis. The former one measure the grain size directly which give the exact value which, the latter measure the grain size through Scherer's equation which needs so me correction.

**The Optical Properties of the Films**

Figure (3) shows the transmission spectrum of pure films CdO, ZnO and CdO:ZnO at different concentrations (0.3, 0.5, and 0.7) of zinc oxide films deposited at room temperature. It can be observed that the transmittance pattern of all deposited thin films increases with increasing of (λ). Also, as shown in Figure (3) and Table (3) that the transmission values of pure CdO and doped ZnO films at x= (0.3, 0.5 and 0.7) wt. % are 51.18%, 43.51%, 31.79 % and 25.85% respectively, in the 350 nm wavelength. The increments in values of transmittance observed for pure film and decrease with increasing of concentration thin films. This decrease in transparency is related to the structural properties of the film characteristics, because it is known that the changes in transmittance depend on the material characteristics of the films [22].

The absorption coefficient (α) is very important factor for designing solar Cell. The variation of the absorption coefficient (α) with wavelength of the deposited CdO:ZnO films on glass at different concentrations (0.3, 0.5, 0.7) of ZnO at RT is shown in fig (4). It is possible to know the nature of the electronic transitions from the knowledge of the value of the absorption coefficient. If the value of the absorption coefficient is high (α > 10⁶ cm⁻¹), this means that a direct electronic transmission. The absorption coefficient (α) was calculated in the fundamental absorption region from the following equation [23]:

\[ \alpha = 2.303A/t \]

\[ (a\nu) = A(h\nu - E_g)^{1/2} \]

A is absorbance and t is the thickness of sample. We can see from the figure and table (3) that (α) for films increases with increasing of the concentration ZnO . The absorption coefficient increases rapidly at wavelength less than cut off wavelength. The reason for increase the absorption coefficient with wavelength is to generate donor levels (i.e localized states) within forbidden energy gap and conduction band. The optical energy gap values (E_g(α)) of pure CdO, ZnO and their composite films, deposited on glass substrate at room temperature have been determined by using Tauc equation as illustrated from equation[24].
The Tauc equation is used to find the type of the optical transition by plotting the relations \((\alpha h\nu)^{1/2}, (\alpha h\nu)^{1/3}, (\alpha h\nu)^{2/3},\) and \((\alpha h\nu)^2\) versus photon energy \((h\nu)\) and selects the optimum linear part. It is found that the relation for \(r=1/2\) yields linear dependence, which describes all films have allowed direct transition. The optical energy gap \((E_{\text{opt}})\) is then determined by the extrapolation of the portion at \((\alpha h\nu)^2=0\) as shown in Fig. (5) for different composite ratio. We can observe that the increasing of ZnO content leads to increase the optical band gap from 2.34 eV to 2.60 eV at RT. The increasing of \(E_{\text{opt}}\) with increasing of ZnO content maybe due to decrease of particle size. This result is consistent with previous researches [25]. All values of are tabulated in Table (3).

Fig. (6) shows the variation in refractive index with wavelength for pure CdO, ZnO and CdO:ZnO films in the wavelength range of (300-1100) nm for RT and for different concentrations \((X=0.3, 0.5 \text{ and } 0.7)\) of ZnO. It can be noticed from these figure that the refractive index increases with increasing the concentration of ZnO. The refractive index values were calculated using Eq. (4).

\[
\varepsilon = \frac{1}{n^2} - \frac{k^2}{n^2} + \frac{\sqrt{4(1-k^2)}}{n^2} \quad \cdots (4)
\]

The variation of the refractive index \((n)\) and the extinction coefficient \((k)\) with wavelength for the films as shown in Figs. 6 and 7, respectively. It can be noticed from Figure (6) and Table (3) that the refractive index decreases with the increasing concentration of ZnO (2.599-2.292). The behavior of \((k)\) can be ascribed to high absorption coefficient. And from Figure (7) and Table (3) it can see that the extinction coefficient increases with increasing the concentration of ZnO (0.533-1.077).

**Dielectric Constant Measurements**

The variation of the real \((\varepsilon_r)\) and imaginary \((\varepsilon_i)\) parts of the dielectric constant Values versus wavelength in the range (300-1100) nm for CdO, ZnO and CdO:ZnO films with various concentration of ZnO (0.3, 0.5 and 0.7) at RT, with various as shown in the figures (8-9). The behavior of \(\varepsilon_r\) is similar to that of the refractive index because of the smaller value of \((k^2)\) compared with \((n^2)\) according to equation (4), while \(\varepsilon_i\) is mainly depends on the \(k\) values in equation (5).

\[
\varepsilon_r = n^2 - k^2 \quad \cdots (4)
\]
\[
\varepsilon_i = 2nk \quad \cdots (5)
\]

**CONCLUSION**

In this paper the structural, morphological, and optical properties of CdO films which are deposited using the PLD technique were investigated. By structural and optical properties of the films were analyzed by means of XRD, AFM, and UV–Vis-NIR spectrophotometry. The XRD characterization shows a polycrystalline films, with hexagonal and cubic structure and many peaks. The AFM investigations show no cracks in the film and a larger grains with increasing concentration of ZnO leads to an increase in the surface roughness. It is observed that the average grain size increases with increasing of concentration. As well as the refractive index, \(n\), and the extinction coefficient, \(k\), in the 200 to 800 nm wavelength range. The optical properties indicate the increase in band gap energy due to reduction of particle size Compared with the bulk material.
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Table 1. Structural parameters like inter-planar spacing, crystallite size and miller of bulk CdO, ZnO and CdO:ZnO with different concentrations.

<table>
<thead>
<tr>
<th>Sample</th>
<th>2θ (Deg.)</th>
<th>d_001 (Å)</th>
<th>d_103 (Å)</th>
<th>d_001 Std.(Å)</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>CdO</td>
<td>31.8927</td>
<td>0.5812</td>
<td>2.8038</td>
<td>(002)</td>
<td>2.1337 Hex. Cd</td>
</tr>
<tr>
<td>33.0164</td>
<td>0.1342</td>
<td>2.7113</td>
<td>61.77</td>
<td>(111)</td>
<td>2.7108 Cubh. CdO</td>
</tr>
<tr>
<td>34.6667</td>
<td>0.3564</td>
<td>2.5856</td>
<td>15.52</td>
<td>(100)</td>
<td>2.8137 Hex. Cd</td>
</tr>
<tr>
<td>38.2361</td>
<td>0.2236</td>
<td>2.3450</td>
<td>37.63</td>
<td>(200)</td>
<td>2.3477 Cubh. CdO</td>
</tr>
<tr>
<td>55.2757</td>
<td>0.2234</td>
<td>1.6606</td>
<td>40.16</td>
<td>(220)</td>
<td>1.6600 Cubh. CdO</td>
</tr>
<tr>
<td>65.9165</td>
<td>0.2236</td>
<td>1.4159</td>
<td>42.36</td>
<td>(311)</td>
<td>1.4157 Cubh. CdO</td>
</tr>
<tr>
<td>69.2697</td>
<td>0.3564</td>
<td>1.3553</td>
<td>18.90</td>
<td>(222)</td>
<td>1.3554 Cubh. CdO</td>
</tr>
<tr>
<td>ZnO</td>
<td>31.7519</td>
<td>0.4024</td>
<td>2.8152</td>
<td>(000)</td>
<td>2.8137 Flex. ZnO</td>
</tr>
<tr>
<td>32.9210</td>
<td>0.2335</td>
<td>2.7185</td>
<td>37.08</td>
<td>(111)</td>
<td>2.7108 Cubh. CdO</td>
</tr>
<tr>
<td>34.1401</td>
<td>0.4024</td>
<td>2.4834</td>
<td>20.78</td>
<td>(101)</td>
<td>2.4753 Flex. ZnO</td>
</tr>
<tr>
<td>38.1967</td>
<td>0.4917</td>
<td>2.3343</td>
<td>37.11</td>
<td>(200)</td>
<td>2.3477 Cubh. CdO</td>
</tr>
<tr>
<td>55.1863</td>
<td>0.3128</td>
<td>1.6630</td>
<td>28.67</td>
<td>(220)</td>
<td>1.6600 Cubh. CdO</td>
</tr>
<tr>
<td>65.9165</td>
<td>0.4917</td>
<td>1.4159</td>
<td>19.26</td>
<td>(311)</td>
<td>1.4157 Cubh. CdO</td>
</tr>
<tr>
<td>ZnO</td>
<td>31.8038</td>
<td>0.4128</td>
<td>2.8114</td>
<td>(000)</td>
<td>2.8137 Flex. ZnO</td>
</tr>
<tr>
<td>33.0351</td>
<td>0.4024</td>
<td>2.7078</td>
<td>20.60</td>
<td>(111)</td>
<td>2.7108 Cubh. CdO</td>
</tr>
<tr>
<td>34.4411</td>
<td>0.5777</td>
<td>2.6919</td>
<td>23.26</td>
<td>(002)</td>
<td>2.6035 Flex. ZnO</td>
</tr>
<tr>
<td>36.2742</td>
<td>0.2230</td>
<td>2.1475</td>
<td>37.33</td>
<td>(101)</td>
<td>2.1753 Flex. ZnO</td>
</tr>
<tr>
<td>38.8368</td>
<td>0.4470</td>
<td>2.3464</td>
<td>18.82</td>
<td>(200)</td>
<td>2.3477 Cubh. CdO</td>
</tr>
<tr>
<td>47.6756</td>
<td>0.5811</td>
<td>1.9128</td>
<td>14.94</td>
<td>(100)</td>
<td>1.9110 Flex. ZnO</td>
</tr>
<tr>
<td>55.3264</td>
<td>0.3129</td>
<td>1.6593</td>
<td>28.68</td>
<td>(220)</td>
<td>1.6600 Cubh. CdO</td>
</tr>
<tr>
<td>56.5723</td>
<td>0.3575</td>
<td>1.6255</td>
<td>25.24</td>
<td>(110)</td>
<td>1.6245 Flex. ZnO</td>
</tr>
<tr>
<td>62.8316</td>
<td>0.3129</td>
<td>1.4778</td>
<td>28.76</td>
<td>(103)</td>
<td>1.4772 Flex. ZnO</td>
</tr>
<tr>
<td>65.9165</td>
<td>0.4024</td>
<td>1.4159</td>
<td>23.54</td>
<td>(311)</td>
<td>1.4157 Cubh. CdO</td>
</tr>
<tr>
<td>ZnO</td>
<td>31.9974</td>
<td>0.2235</td>
<td>2.7999</td>
<td>(000)</td>
<td>2.8137 Flex. ZnO</td>
</tr>
<tr>
<td>33.1893</td>
<td>0.2300</td>
<td>2.6971</td>
<td>36.06</td>
<td>(111)</td>
<td>2.7108 Cubh. CdO</td>
</tr>
<tr>
<td>34.5753</td>
<td>0.2238</td>
<td>2.5921</td>
<td>36.33</td>
<td>(002)</td>
<td>2.6035 Flex. ZnO</td>
</tr>
<tr>
<td>38.4083</td>
<td>0.2230</td>
<td>2.4657</td>
<td>37.86</td>
<td>(101)</td>
<td>2.4754 Flex. ZnO</td>
</tr>
<tr>
<td>38.4650</td>
<td>0.2235</td>
<td>2.3385</td>
<td>37.66</td>
<td>(200)</td>
<td>2.3477 Cubh. CdO</td>
</tr>
<tr>
<td>47.6721</td>
<td>0.2239</td>
<td>1.9960</td>
<td>37.99</td>
<td>(102)</td>
<td>1.9110 Flex. ZnO</td>
</tr>
<tr>
<td>55.4098</td>
<td>0.3130</td>
<td>1.6569</td>
<td>28.68</td>
<td>(220)</td>
<td>1.6600 Cubh. CdO</td>
</tr>
<tr>
<td>56.7064</td>
<td>0.2235</td>
<td>1.6220</td>
<td>40.42</td>
<td>(110)</td>
<td>1.6245 Flex. ZnO</td>
</tr>
<tr>
<td>62.9664</td>
<td>0.3129</td>
<td>1.4778</td>
<td>31.89</td>
<td>(103)</td>
<td>1.4772 Flex. ZnO</td>
</tr>
<tr>
<td>66.0960</td>
<td>0.3176</td>
<td>1.4142</td>
<td>26.59</td>
<td>(311)</td>
<td>1.4575 Cubh. CdO</td>
</tr>
<tr>
<td>68.0179</td>
<td>0.3128</td>
<td>1.3772</td>
<td>30.65</td>
<td>(112)</td>
<td>1.3782 Flex. ZnO</td>
</tr>
<tr>
<td>69.2250</td>
<td>0.3129</td>
<td>1.3561</td>
<td>30.86</td>
<td>(222)</td>
<td>1.3554 Cubh. CdO</td>
</tr>
<tr>
<td>77.0939</td>
<td>0.2683</td>
<td>1.2346</td>
<td>37.87</td>
<td>(200)</td>
<td>1.2377 Flex. ZnO</td>
</tr>
<tr>
<td>ZnO</td>
<td>31.8927</td>
<td>0.1341</td>
<td>2.8038</td>
<td>(000)</td>
<td>2.8137 Flex. ZnO</td>
</tr>
<tr>
<td>34.5666</td>
<td>0.1766</td>
<td>2.5954</td>
<td>46.69</td>
<td>(002)</td>
<td>2.6035 Flex. ZnO</td>
</tr>
<tr>
<td>36.3696</td>
<td>0.1798</td>
<td>2.4686</td>
<td>46.79</td>
<td>(101)</td>
<td>2.4754 Flex. ZnO</td>
</tr>
<tr>
<td>47.6751</td>
<td>0.2234</td>
<td>1.9060</td>
<td>38.89</td>
<td>(102)</td>
<td>1.9110 Flex. ZnO</td>
</tr>
<tr>
<td>56.7064</td>
<td>0.2682</td>
<td>1.6220</td>
<td>33.87</td>
<td>(110)</td>
<td>1.6245 Flex. ZnO</td>
</tr>
<tr>
<td>62.9664</td>
<td>0.2682</td>
<td>1.4759</td>
<td>34.74</td>
<td>(103)</td>
<td>1.4772 Flex. ZnO</td>
</tr>
<tr>
<td>68.0626</td>
<td>0.3575</td>
<td>1.3764</td>
<td>26.82</td>
<td>(112)</td>
<td>1.3782 Flex. ZnO</td>
</tr>
<tr>
<td>72.7124</td>
<td>0.3190</td>
<td>1.2994</td>
<td>31.52</td>
<td>(004)</td>
<td>1.3017 Flex. ZnO</td>
</tr>
</tbody>
</table>
Table 2. Average roughness, grain size and RMS for the (CdO)1-x(ZnO)x thin films at concentration different of ZnO at room Temperature obtained from (AFM)

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Sample</th>
<th>Ave. grain size (nm)</th>
<th>Ave. Roughness (nm)</th>
<th>R.M.S (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT</td>
<td>CdO</td>
<td>50.7</td>
<td>0.84</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>0.3 ZnO</td>
<td>51.11</td>
<td>1.56</td>
<td>1.79</td>
</tr>
<tr>
<td></td>
<td>0.5 ZnO</td>
<td>61.81</td>
<td>1.74</td>
<td>2.13</td>
</tr>
<tr>
<td></td>
<td>0.7 ZnO</td>
<td>62.57</td>
<td>2.55</td>
<td>2.94</td>
</tr>
<tr>
<td></td>
<td>ZnO</td>
<td>62.95</td>
<td>0.83</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 3. Transmittance spectra (T) for nano-films, Absorption coefficient, refractive index (n), Extinction coefficient (k) and Dielectric Constant in the wavelength of 300 nm with different concentration of ZnO.

<table>
<thead>
<tr>
<th>samples</th>
<th>T%</th>
<th>α (cm⁻¹)</th>
<th>K</th>
<th>n</th>
<th>εr</th>
<th>εi</th>
<th>Eg (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CdO</td>
<td>51.18</td>
<td>133983</td>
<td>0.533</td>
<td>2.599</td>
<td>6.469</td>
<td>2.772</td>
<td>2.34</td>
</tr>
<tr>
<td>0.3ZnO</td>
<td>43.51</td>
<td>166415</td>
<td>0.662</td>
<td>2.644</td>
<td>6.552</td>
<td>3.503</td>
<td>2.35</td>
</tr>
<tr>
<td>0.5ZnO</td>
<td>31.79</td>
<td>229229</td>
<td>0.913</td>
<td>2.506</td>
<td>5.446</td>
<td>4.573</td>
<td>2.51</td>
</tr>
<tr>
<td>0.7ZnO</td>
<td>25.85</td>
<td>270558</td>
<td>1.077</td>
<td>2.292</td>
<td>4.095</td>
<td>4.938</td>
<td>2.6</td>
</tr>
<tr>
<td>ZnO</td>
<td>21.03</td>
<td>311886</td>
<td>1.242</td>
<td>2.010</td>
<td>2.499</td>
<td>4.992</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Fig. 1. X-ray diffraction patterns of CdO, ZnO and CdO:ZnO with different concentrations (x= 0.3, 0.5, 0.7)%wt.ZnO at room temperature (R.T.).

Fig. 2. 3D image for surface morphology of the pure CdO, ZnO and CdO:ZnO nano-films analyzed by AFM test at a different concentrations at room temperature.
Fig. 3. The variation of the transmittance spectra as function of wavelength at different concentrations of ZnO.

Fig. 4. Absorption coefficient as a function of wavelength for CdO, ZnO and CdO:ZnO films at different concentrations of ZnO.

Fig. 5. The variation of $(\alpha h \nu)^2$ as a function of Photon energy for CdO, ZnO and CdO:ZnO nano-films at different concentrations of ZnO.

Fig. 6. The variation of refractive index as a function of wavelength for CdO, ZnO and CdO:ZnO films at different concentrations of ZnO.

Fig. 7. The variation of the extinction coefficient various wavelengths of CdO, ZnO and CdO:ZnO films at different concentrations of ZnO.

Fig. 8. The Variation of the Real Part of Dielectric Constant ($\varepsilon_r$) With Wavelength of CdO, ZnO and CdO:ZnO films at different concentrations of ZnO.
Fig. 9. The Variation of the imaginary Part of Dielectric Constant ($\varepsilon_i$) with Wavelength of CdO, ZnO and CdO:ZnO films at different concentrations of ZnO.
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ABSTRACT

Histological changes in patients with cutaneous leishmaniasis at Baqubah Teaching Hospital were studied for the period from Oct. 2017 to Aug. 2018. Forty-five tissue biopsies were taken from 110 patients diagnosed with cutaneous leishmaniasis, from different age groups (biopsies were divided into two groups: pre-treatment, and post-treatment); women were the most exposed to infection 54,54% than men 45,45%. The age group 21-30 revealed more exposure to infection 29.09% than the other groups, while the age groups less than one 10 years or 41 years or more were the least infected with 10.90% with a significance level of 0.001 and P-Value = 0.001. A pathological histological changes study was carried out at different stages of the disease, the study included pre-treatment, post-treatment processes. Pathological changes in the epidermis included hyper keratosis and hyper epidermis, these changes appeared in 85% and 90% of patient in pre-treatment stage and decreased to 52,38 % and 80,95% of them in through treatment stage. Necrosis in the epidermis and dermis layers appeared in 60% of the patients and decreased to 42% of them with significant differences at P-Value=0.05

Key words: Leishmaniasis, phagocyte, papilloma, promastigote, sand fly.

INTRODUCTION

Leishmaniasis is considered a Vector-Borne Disease, its transmitted by the female sand fly’s sting, whereas the cause of the disease is due to a protozoan parasite from the Leishmania species(1). Leishmania exist in two basic body forms: the promastigote, tin the Invertebrate; and the amastigote, the amastigote form in the vertebrate host, including humans(2) . it is also considered one of the large-scale epidemics, it spreads across four continents including Asia, Europe, Africa and America(3). this disease settles in 88 countries including Iraq(4).Leishmaniasis stimulates the immune response significantly because the parasite exists inside the phagocytes, which is an immune system cell, and because the immune system has an important role in defending and securing the body from pathogens,
extracellular or intracellular, the system is stimulated when leishmania parasite enters the body(5). Given the importance of the disease and the rise of numbers of infected persons in the last years in Iraq (specially in Diyala province), this study was carried on to epidemically study this disease which infected people from Diyala’s center (Baqubah city).

MATERIALS AND METHODS

Collection of Data

Data was collected from patients diagnosed with leishmaniasis by dermatologists and in accord with the clinical symptoms. A questionnaire form was made to record required information by asking infected people for their name, age, gender and marital status, and inspecting lesion form, number of lesions, place of lesion, period of infection, presence of rodents in the house of the infected or in the surrounding area, also they were asked about their place of residence (rural or city), and does the patient suffer from other diseases.

Collection of Samples

Histological Biopsies

The study included 110 patient diagnosed with cutaneous leishmaniasis by the specialized doctor, forty-five biopsies were taken from the patients’ infected skin. Biopsies were collected by a tool called the ‘punch’, this process is carried out after sterilizing the tool and the place from which the biopsy was taken with 70% ethyl alcohol, and local anesthesia with 2% xylocaine, all carried out by specialists. Samples were preserved in 10% formalin solution until necessary examinations are made. Samples were divided into tow groups: first group: pre-treatment, second group: post-treatment. Samples were collected during the period 08/01/2017 to 30/10/2017.

RESULTS AND DISCUSSION

The Study’s results revealed that among the 110 patients, at the Dermatology Unit at Baqubah Educational Hospital with cutaneous leishmaniasis (CL), 45.45% were males (50 males out of 110) and 54.54% were females (60 females out of 110); patients’ ages ranged from 1 year to more than 41 years. Results revealed no significant differences in the cases of cutaneous leishmaniasis among males and females at a probability level of 0.05 with a value of P-value 0.390. This is agree with (6), which revealed no significant differences between males and females with leishmaniasis; it also revealed that the highest infection rate was for ages ranging from 20-30 years, and that is not agree with previous studies which stated that the most vulnerable to infection were those at the age of 20 and less, especially children due to their activity and play in places where may they contact with infected host; results of this study may be due to the nature of the studied samples, which was based on the patient who attended the teaching hospital. According to microscopy examination about the location of lesion (Habat Baghdad), it was evident that the most affected area was the arms with 40% (44 patients with lesion on the arm), leg and foot comes second with 20,90%, and then the face with 5,45% which is the least infected area in patient with leishmaniasis. This coincides with (7) and (8). This indicates that the parasite attacks the exposed areas of the body for the purpose of sucking a blood meal, and most of the areas infected are the most vulnerable to these stings, which are the legs and arms.

Results also indicated that rate of multiple lesions (78.18%) was higher than single (21.81%). This study is consistent with (9) and (10), where it was explained that the multiple lesions were the most common among the infected in Salahuddin province. Researchers attributed this to the nature of the agricultural area in which these people lived (an environment similar to the Diyala’s environment), being agricultural areas in which the host insect is abundant and thus the chances of exposure to more than one bite are greater, and this may be due to insect’s activity and spread.
Results of this study indicated that those infected with dry leishmaniasis were 56.36% that’s more than those with wet leishmaniasis 43.65% with no significant differences, value=0.182. This coincides with the study (8) which found that dry leishmaniasis cases are more than wet leishmaniasis ones. In this study a high infection rate of wet leishmaniasis disease is also noted, that may indicate the presence of the disease hosts like dogs and rodents, and this is confirmed by the current study results in terms of the presence of rodents in the living quarters of the infected, especially in rural areas as well as in the cities. The presence of rodents was 62.72% in the residential areas of the current study. Some of them were infected with wet leishmaniasis, others with the dry type. The insect was present in the areas of residence of all patients in this study. This is confirmed by previous studies that the prevalence of infection is associated with the presence of host animals and the transmitting insect in the areas studied and as shown in previous studies conducted by both (11) and (8) And (7) there was no significant difference for the residential areas of the infected despite the high rate of infection among the population of the city (55.5%) compared to the countryside (44.5%). This agree with study number (6) which indicates that the people living in the city are at more risk of infection from those living in rural areas, and it added that these areas might be semi-rural because it was mentioned in (6) that Diyala is a semi-rural area for having many agricultural areas.

**Histological Changes**

This study indicated that there is a group of histological biopsies taken from the skin of patients with cutaneous leishmaniasis (CL), and these group were subdivided into two groups according to the time when the biopsy was taken (pre-treatment and thought treatment), and these histological changes were summarized.

Among these histological changes, in patients’ tissues in the current study, were necrosis and hyperkeratosis in the epidermis, the rate of appearance of the latter symptoms in infected patients was 60% and 85%, respectively, as shown in Fig. (4). Cell necrosis and hyperkeratosis appear in the epidermis. The treatment revealed its healing effects on tissue layers, which decreased to 42.85% and 52.38%, respectively, see Fig. (4). Present results indicated significant differences between these two histological changes, which included necrosis and hyperkeratosis, where (P-value=0.023) for necrosis, whereas for hyperkeratosis it was 0.001 at a probability level of 0.05 and this coincides with (12) which indicted significant differences of dermal necrosis and skin hyperkeratosis pre- and through treatment, these changes occur in severe infection where the stratum corneum begins to separate from the epidermis layer and begins decaying after a long period of infection. This study does not coincide with (13) which revealed no significant differences in hyperkeratosis pre to and through treatment. This may be due to the nature of the treatment used in the study, which differs from the type of treatment there in, whereas Glucantime, Leishvacin and Bacillus Calmette-Guerin was used in (13) Pentostam was used in this study. Results revealed papilloma in the dermis layer, it increased from 30% pre-treatment to 28.85% post-treatment, (P-Value=0.951) and that indicates significant differences and coincides with (14) as demonstrated in Fig. (2) and (4), but this doesn’t coincide with study (13) which stated that there are significant differences in papilloma pre-treatment and post-treatment and it further stated that the cause of these tumors might be due to overlap of the dermis with the epidermis.

This study also indicated that among the histological changes occurring in the affected tissue is edema in the skin layer by 60% pre-treatment Fig. (2), decreased to 52.38% through treatment, also edema in the dermis decreased from 75% to 66.66 As shown in Fig. (3), this result is consistent with (15) as the histological sections infiltration of the phagocyte cells containing elliptical-shape Fig. (3). A decrease in the percentage in hyper-epidermis from 90% pre-treatment to 80.95% through treatment, as shown in Fig. (2) (3), respectively, and this is consistent with the study conducted by (16).

Results of this study revealed granuloma consisting of the pool of inflammatory cells in the dermis, its existence rate was 50% pre-treatment, see Fig. (4) and decrease through treatment to 38.09% and P-Value was 0.017 with no significant differences at the level of probability 0.05, as in Fig. (5), this coincides with (17) which indicated that the exacerbation of the infection, which leads to the infiltration of a large number and many types of inflammatory cells,
and that ultimately leads to the formation of granular tumors. Fig. (4) shows certain expansions from the epidermis to the dermis, which is called, which Rete ridges decreases from 65% (pre-treatment) to 42.85% (through treatment) as in Fig. (5). This coincides with (18), which demonstrated in the samples from patients with leishmaniasis, studied alongside with samples from patients with scabies, the manifestation of net edges in the skin, which is a descriptive term for hyperplasia in the epidermis, which takes palace when cells increase in number the stratum basale, due to increased cells' division rate, leading to a great increase in the cells numbers, and to accommodate this large increase in numbers, the epidermis starts expanding downwards into the dermis in the shape of regular elongations from the net edges, which leads to manifestation of camel hump like shapes. (19)

Fig. (4) and Fig. (5) other pathological effects are demonstrated, including increase in fibrosis, which increased from 60% pre-treatment to 75% through treatment. P-Value was 0.034 with significant differences at the probability level of 0.05. This is consistent with previous studies revealing that the increase in collagen fibers is evidence of the initiation of the healing process (13).

Fig. (5) shows the infiltration of lymphocytes, neutrophil cells, plasma cells, and the emergence of giant cells. This occurs in the dermis layer. This result is consistent with what is revealed in (20). They have shown that the presence of these cells in the lesion sites indicates a strong immune response as a result of infiltration of these cells causing the initial immune response to the inflammation changes, they also revealed that tissue changes are positively correlated with increased numbers of these cells. Coronation and necrosis increases with as necrosis area increases. The cause may be due to the role of T cells in the pathogenesis, its presence is associated with increased pass of interferon and necrosis, which has a role in the increasing necrosis and inducing cells to move the site of infection, and this increases inflammatory reactions
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**Figure 1.** A longitudinal section in the skin of a patient with cutaneous leishmaniasis demonstrates a-keratosis. b-hyperepidermis. c-Skin necrosis in epidermis. d- Necrosis in the dermis. e- Edema in epidermis. f- Edema in dermis. g- Papilloma g (H & E 20 x)

**Figure 2.** Vertical section of the skin of a patient with CL through treatment stage, it shows separation of the keratosis layer from the epidermis a- Phagocytes containing the parasite in its parasitic phase. B- edema in the Skin. c- Cell necrosis in the corium. d- edema in the corium. f- Hyperepidermis (H & E 20x)

**Figure 3.** Histological section of a pre-treated patient with leishmaniasis a- Rete ridges. b- Pelvic tumor. c- Collagen fibers. d- Acanthosis (H & E 20x).

**Figure 4.** Histological section in the skin of the leishmania during papilloma treatment a- Rete ridges. b- Collagen fibers. c- Pelvic tumor. d- (H & E20x).
Figure 5. A- vertical section of skin with leishmaniasis showing a-Giant cell. c- Plasma cell. d- Lymphocyte cell. f- Neutrophil cell (H & E 40x).
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ABSTRACT

This paper represents microstructures analysis of Al-Tib Anticline in the Low Folded Zone, Northeastern Missan area, Southeastern part of Iraq. Where Late Miocene to recent rock units are cropping out. Al-Tib Anticline runs along the NW-SE trending, the southwestern limb is steeper and shorter than the northeastern limb make it asymmetrical fold. Different and many types of the fractures were measured in the study area, such as Veins, Joints, Faults and Striations, and the structural analysis was carried out on it. The fractures were studied and geometrically classified with reference to the tectonic axes (a, b and c) into sets and systems in (ab, bc, ac, hkl, hol and okl). The majority of fractures are geometrically related to layering and fold axes. The dominant fracture sets at study area striking (NW-SE, NE-SW, E-W and N-S). It has been suggested that the reason for the slightly different orientations in some sets or systems in different rock units is related to the different behavior of the rocks at the time of fracturing producing a stress pattern which is inhomogeneous.

Key words: Microstructures, Joints, Low Folded Zone, Missan, fractures.

INTRODUCTION

Iraq is one of the countries that are exposed to the tectonic activity due to its location. Zagros-Taurus Belt is located in the collision area between Arabian and Iranian Plates. The study area is one of relatively complex geological structure located in the Middle part of Zagros Belt southeastern Iraq. Several previous works e.g. [1] [2] [3] [4] [5] [6] [7] [8] have studied fractures in the northeastern Iraq. Some of these studies have put geometrical classification of the fractures. This study concentrates on the structural and tectonic analysis of Al- Tib Anticline in Northeastern Missan. Al-Tib Anticline lies southeastern part of Iraq, and it's located between latitudes (32° 15' - 32° 30' North) and longitudes (46°
55° - 47° 25’ East), covering about (1121) Km². The boundary of the study area represents the Iraqi-Iranian border as shown in Figure (1).

**Aim of the Study**

This paper aims to the geometrical fractures analysis to be classified and analyzed to find the geometrical and genetic relationship with the principal tectonic axes at Injana and Muqdadiya Formations of Al- TibAnticline that acts on the study area for paleostress analysis.

**MATERIALS AND METHODS**

**Geological Setting**

Tectonically, the study area belongs to the un stable shelf represented by two Zones, Foothills Zones, along the Iraqi-Iranian international boundaries and the Mesopotamian Zone, more precisely, the former is represented by Hemrin Sub zone , whereas the latter by Tikrit-Amara Sub Zone as shown in Figure (2), [9]. The exposed rocks in the study area belong to the late Miocene and Late Pliocene ages. These rocks include Injana Formation (Late Miocene) offthe southwestern limb at attitude (240°/40°). It comprises of fine grained, molass sediments deposited initially in the coastal environment and later in fluvio- lacustrine environment. The basal unit comprises thin bedded sandstone, siltstone, marls and reddish brown and brownish grey mudstone. Muqdadiya Formation (Early Pliocene). It comprises pebbly sandstone; grey and brownish grey sandstone, red mudstone and marls. Sandstone rocks are often strongly characterized by cross-bedding and Bai-Hassan Formation (Late Pliocene).

It is characterized by interbedding of gray conglomerate, brown claystoneand lenses of gray sandstone. Bai-Hassan Formation was deposited in fluvio- lacustrine environment. The Upper boundary of Bai-Hassan Formation is eroded. The formation is overlain by terrace gravels and, or alluvial deposits and is covered by fine grain sediments of Quaternary age[10] [11] [12].

**Fractures Analysis in the study area**

More than (370) reading of fracture planes were collected of Al-Tib Anticlinethrough the distributed on the (12) stations of the study area as shown in Figure 1. Strike and dipwere measured for the fracture planes as well as the attitude of the beddings plane which contain the fractures. Stereographic Projections and Rose Diagram Plots were used for projection different fractures. Fractures planes data of Al-Tib Anticline were collected from Injana and Muqdadiya Formations through twelve stations distributed in the study area as shown in Figure13. The fractures are described and classified geometrically in proportion to the orthogonal tectonic axes, into sets and systems as shown in Figure (3) as follows:

**ab fractures set**

The planes of these fractures are perpendicular to c axis and parallel to both a and b axes. This set comprises all the planes parallel to bedding planeas shown in Figure(4) and Plate (1). The set ab fracturescommonly appear in surfaces parallel to bedding plane and usually intersected by other sets. Possibly they could be release fractures resulted from recent unloading or due to weathering process [13][14][15]. The percentage of this set is (3.2 %) from the study stations.
**ac: fracture set**

The planes of this set of fractures are parallel to tectonic axes \( a \) and \( c \), whereas a tectonic axis \( b \) is perpendicular to them. In other word (ac) sets are perpendicular to the axis of Al-Tib anticline as shown in Figure (5) and Plate(2). The general trend of this set is NE-SW within different geological formations of the study area, such as Injana and Muqdadiya Formations. The percentage of this set is (35.4%) from the study stations. Fractures of this set comprise joints and veins. The joints form the majority of fractures of this set and these joints are either closed or opened. Blocky and fibrous crystals of secondary gypsum are developed on the wall of these opened joints to form veins. These veins developed to reach (3) centimeters thick.

**bc fractures set**

The planes of this set of fractures are parallel to tectonic axes \( b \) and \( c \) and perpendicular on the \( a \) axis as shown in Figure (6) and Plate (3). They are formed as a result of extensional stress perpendicular on the bedding planes. The general trend of this set is NW-SE within different geological formations of the study area, such as Injana and Muqdadiya Formations. The percentage of this set is (40%) from the study stations.

**hko system**

Planes of this system are parallel or sub parallel to the \( c \) tectonic axis and intersect both (\( a \) and \( b \)) tectonic axes. The planes of this system makes approximately orthogonal angle with the bedding planes. This system subdivided into the following sets of conjugate systems.

**hko acute about \( a \) system**

This system consists of intersecting two sets; the tectonic axis \( a \) bisects the acute angle between these two sets. Whereas, the tectonic axis \( b \) bisects the obtuse angle as shown in Figure(7) and plate(4). These fractures occur and observed through the exposed geological formations of the Al-Tib anticline in Injana and Muqdadiya Formations as conjugate sets. The percentage of this system is (2.5%) from the study stations, that form approximately (65°) with tectonic axis \( a \).

**hko acute about \( b \) system**

The intersected two sets of this subsystem are bisected by the tectonic axes (\( b \) and \( a \)). The axes \( a \) and \( b \) bisect the obtuse and acute angle respectively as shown in Figure(8) and plate (5). The sets of this system were observed within Injana and Muqdadiya Formations in the studied area. The fractures of this system are joints and veins. The percentage of this system is (3.2 %) from the study stations, that form approximately (40°) with tectonic axis \( a \).

**hol System**

The orientation of the planes for this system is parallel to tectonic axis \( b \) and intersects both (\( a \) and \( c \)) tectonic axes. These planes form an acute angle with bedding plane. This system subdivided into the follows sets of conjugate systems.
hol acute about a system

The intersected two sets of this system are bisected by the tectonic axes (a and c) and make an acute and obtuse angle around each of them respectively as shown in Figure(9) and plate (6). This system of fractures recorded in Muqdadiya Formation in the study area. The percentage of this system is (5.7 %) from the study stations.

b-hol acute about c system

This system is also consisting of two conjugate shears trending parallel to the b axis. The tectonic axis c bisects the acute angle between the two sets of this system, whereas the tectonic axis a bisects the obtuse angle as shown in Figure(10) and Plate (6). The fractures of this system were documented in Muqdadiya Formation in the study area. The percentage of this system is (5.4%) from the study stations.

okl fracture system

The planes of this fracture system are parallel to the tectonic axis a and intersect the tectonic axes (b and c). This system consists of two conjugate systems:

a-okl acute about b system

The tectonic axis b bisects the acute angle between the two set of this system. They are showing as conjugate sets or individual set as shown in Figure(11) and Plate (7). These fractures observed in Muqdadiy Formation in the study area. The percentage of this set is (2.7 %) from the study stations.

b-okl acute about c system

The two planes of this system intersect forming an acute and obtuse angle. Tectonic axis c bisects the acute angle between the two sets and the tectonic axis b bisects the obtuse angle as shown in Figure(12) and Plate (7). These fractures exist in the form of conjugate sets or individual set and their planes make angles range between (50° to 70°) with bedding plane. The fractures of system distributed mainly in the southwestern limb of Al- Tib anticline in Muqdadiya Formation. The percentage of this set is (1.9 %) from the study stations.

RESULTS

Results include the tectonic interpretation of the fractures in the study area, as follows:

Geometry and Kinematic Interpretation

On the basis of geometry and kinematics, fractures were divided into tension sets (ab, ac, bc) and shear systems (hko acute about a, hko acute about b, hol acute about a, hol acute about c, okl acute about b and okl acute about c). Generally the fracturing of rocks is related to folding and could have occurred during three stages, before, during and after folding.

Dynamic interpretation

The dynamic interpretation for each of these sets and systems is outlined with reference to their relative ages. Shear fractures hol are the oldest shear fractures and okl are the youngest shear fractures in Al- Tib Anticline of the study area.
area according to its arrangements depending on its percentage as shown in Table (1) and Figure(14). Generally, the fractures can be interrelated in the study area into:

**Fractures of $hko$ acute about $a$ system and $ac$ set**

Shear fractures in $hko$ acute about $a$ could have developed under a stress regime when the maximum principal stress axis ($\sigma_1$) was approximately parallel to the $a$ direction, the intermediate principal stress axis ($\sigma_2$) parallel to $c$ and the minimum principal stress axis ($\sigma_3$) parallel to the fold axis. Since $ac$ joints and veins intersect the dihedral angle between shears in $hko$ acute about $a$ and are perpendicular to the minimum stress axis, these surfaces could have developed contemporaneously as extension fractures.

**Fractures of $hko$ acute about $b$ system and $bc$ set**

Shear fractures in $hko$ acute about $b$ could have formed when the maximum principal stress axis ($\sigma_1$) was parallel to the fold axis, the intermediate principal stress axis ($\sigma_2$) parallel to $ca$ axis and the minimum principal stress axis ($\sigma_3$) parallel to $a$ axis. Fractures in $bc$ intersect the dihedral angle between shears in $hko$ acute about $b$ and are perpendicular to the minimum stress axis. They could have developed contemporaneously with $hko$ shear acute about $b$ as extension surfaces.

**Fractures of $hol$ acute about $a$ system and $ab$ set**

Shear fractures in $hol$ acute about $a$ indicates that they developed when the maximum principal stress axis ($\sigma_1$) was parallel to $a$ direction, the intermediate principal stress axis ($\sigma_2$) parallel to $b$, and the minimum principal stress axis ($\sigma_3$) parallel to $c$. Joints in $ab$ are not parallel to $hol$ acute about $a$ and the small angle between shears in $hol$ acute about $a$ and are perpendicular to the minimum principal stress axis. These joints could have formed contemporaneously with shear fractures in $hol$ acute about $a$ as extension surfaces.

**d: Fractures of $hol$ acute about $c$ system and $bc$ set**

Shear fractures in $hol$ acute about $c$ could have formed when the maximum principal stress axis ($\sigma_1$) was perpendicular to the layering, the intermediate principal stress axis parallel to the fold axis and the minimum principal stress axis parallel to $a$ direction.

**Fractures of $okl$ acute about $c$ system and $ac$ set**

Shear fractures in $okl$ enclosing an acute about $c$, could have developed under a stress regime when the maximum principal stress axis was parallel to $c$ direction, the intermediate principal stress axis parallel to $a$ direction and the minimum principal stress axis parallel to $b$ direction. Some of the joints and veins in $ac$ could have formed contemporaneously with this system.

**DISCUSSION**

There are two systems of the fractures present in the Rose diagram (approximately corresponding between all types of fracture sets and systems based on their orientation), the first system is composing of two sets assuming the following orientations NE-SW and NW-SE, and the secondary system is composing two sets assuming the following orientations N-S and E-W. The dominant fractures trend is N45°E, which corresponds to the orientation of the maximum horizontal principal stress ($\sigma_1$) (NE - SW). The minimum principal stresses ($\sigma_3$) were oriented in NW-SE direction, while the intermediate principal stress ($\sigma_2$) was oriented perpendicular to the plane containing ($\sigma_1$) and
Such possible orientation of (σ1) has formed a fracture parallel to its direction, whereas, the (N–S) trend is represented tension fractures which are parallel to the main force (N–S), as well as (E–W) trend is considered also as tension fractures formed by releasing the stress during folding process.

CONCLUSIONS

Shear Fractures system (hol) and tension fractures (bc) of Al-Tib Anticline might have been formed prior at early stages of folding, as the main extension stress which are in the trend of NW – SE. Fractures analysis revealed the geometrical and genetic relationship with the principal tectonic axes of Al- Tib Anticline as the main compression stress was representative in the form of shear fractures system (hko) and tension fractures (ac) which are in the trend of NE – SW, it might have been formed prior at last stages of folding.
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Figure 1. Satellite image shows the oriented sample measurements in the study area.

Figure 2. Tectonic Map of Iraq [9].
Figure 3. Geometrical classification of fractures with respect to three orthogonal geometrical axes [13].

Figure 4. Rose diagram of ab fractures set direction of the study area which is parallel to Al-Tib fold axis.
Plate 1. Shows ab fractures set in Al-Tib Anticline.

Figure 5. Rose diagram of ac fractures set direction of the study area which is perpendicular to Al-Tib fold axis.

Plate 2. Shows ac fractures set a: ac Joint  b: ac vein in Al- Tib Anticline.
Figure 6. Rose diagram of $bc$ fractures set direction of the study area which is parallel to Al-Tib fold axis.

Plate 3. Shows $bc$ fractures set in Al-Tib Anticline.

Figure 7. Rose diagram of (hko acute about $\gamma$) fractures system direction of the study area which is perpendicular to Al-Tib fold axis.
Plate 4. Shows hko acute about a fractures in Al-Tib Anticline.

Figure 8. Rose diagram of (hko acute about b) fractures system direction of the study area which is perpendicular to Al-Tib fold axis.

Plate 5. Shows hko acute about b fractures in Al-Tib Anticline.
Figure 9. Rose diagram of (hol acute about a) fractures system direction of the study area which is parallel to Al-Tib fold axis.

Figure 10. Rose diagram of (hol acute about c) fractures system direction of the study area which is parallel to Al-Tib fold axis.

Plate 6. Shows hol acute about (a and c) fractures system in Al-Tib Anticline.
Figure 11. Rose diagram of (okl acute about b) fractures system direction of the study area which is perpendicular to Al-Tib fold axis.

Figure 12. Rose diagram of (okl acute about c) fractures system direction of the study area which is perpendicular to Al-Tib fold axis.

Plate 7. Shows okl acute about (b and c) fractures system in Al-Tib Anticline.
Figure 13. Stereographic projections for different sets and systems of Al-Tib Anticline in (12) stations
Figure 14. Shows Shear and Tension Fractures Ratio of Al- Tib Anticline in the study area.

Table 1. Shows arrangement of the fractures according to it percentage of Al- Tib Anticline in the study

<table>
<thead>
<tr>
<th>Shear Fracture Type</th>
<th>Percentage %</th>
<th>Forming</th>
</tr>
</thead>
<tbody>
<tr>
<td>hol acute about a</td>
<td>5.7</td>
<td>Early stage of folding, the oldest</td>
</tr>
<tr>
<td>hol acute about c</td>
<td>5.4</td>
<td>Early stage of folding, the oldest</td>
</tr>
<tr>
<td>hko acute about b</td>
<td>3.2</td>
<td>Early stage of folding, the oldest</td>
</tr>
<tr>
<td>okl acute about b</td>
<td>2.7</td>
<td>Early stage of folding, the oldest</td>
</tr>
<tr>
<td>hko acute about a</td>
<td>2.5</td>
<td>Last stage of folding, the youngest</td>
</tr>
<tr>
<td>okl acute about c</td>
<td>1.9</td>
<td>Last stage of folding, the youngest</td>
</tr>
</tbody>
</table>
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ABSTRACT

Digital image sequence processing has been an attractive research area because an image sequence, as a collection of images, may provide much compression than a single image frame. In this research, Block Truncation compression technique. This is technique depend on adopting the good points of other techniques. As well as algorithm of efficient block's position has been adopted to achieve this research. Also in this paper was introduce A modify of the orthogonal search algorithm (OSA) for searching scheme has been introduced which is contributed in decreasing the motion searching time of the successive inter frames.

Key words: Block Truncation, BTC, Orthogonal Search algorithm, Video compression, Motion estimation.

INTRODUCTION

Effective image and video compression techniques have been active research areas for the last several years. Because of the vast data size of raw digital image and video signals and limited transmission bandwidth and storage space, image and video compression techniques are paramount in the development of digital image and video systems. It is essential to develop compression methods which can both produce high compression ratios and preserve reconstructed quality in order for the creation of high-quality, affordable image and video products. Figure (1) represent video compression flow. The degree of data reduction achieved by a compression process or algorithm is called compression ratio, given by:

\[
\text{Compression ratio} = \frac{\text{Uncompressed File Size}}{\text{Compressed File Size}} \quad \ldots (1)
\]
Therefore, measuring compression ratio as a function of the reproduced image quality defines the efficiency characteristics of the adopted lossy compression technique, rather than a signal compression ratio in the decompressed pictures.

The equivalent definition to the mean square (SNR) is the Peak Signal-to-Noise Ratio (PSNR) defined as [2,3]

$$\text{PSNR} = \frac{\text{[Peak to Peak of } f(x, y)\text{]}}{\text{MSE}}$$  \quad \text{..... (2)}

The PSNR can be represented in decidable (dB) unit as:

$$\text{PSNR} = 10 \log_{10} \left[ \frac{\text{gray scale of image}}{\text{MSE}} \right]^2$$  \quad \text{..... (3)}

Interframe predictive coding is often used to eliminate the large amount of temporal and spatial redundancy that exists in video sequences. It is also helps in achieving compression purposes. In conventional predictive coding the difference between the current frame and the predicted frame, which is based on the previous frame , is coded and transmitted. The better the prediction, the smaller the error and hence the lowest transmission bit rate. However, when there is motion in a sequence, then a pel on the same part of the moving object is a better prediction for the current pel. The use of the knowledge of the displacement of an object in successive frames is called Motion Compensation [4]. This called Block Matching Algorithm, this algorithm estimates the amount of motion as blocks basis, i.e., for each block in the current frame, a block from the previous frame is found, that is said to match this block, based on a certain criterion .Two of them are :

The Mean Absolute Difference (MAD), defined as :

$$\text{MAD} (dx, dy) = \frac{1}{mn} \sum_{i=-n/2}^{n/2} \sum_{j=-m/2}^{m/2} F(i, j) - G(i + dx, j + dy)$$  \quad \text{..... (4)}

Where $F(i,j)$ represents an $(mn)$ macro block within the current frame, $G(i,j)$ represent the corresponding macro block within reference frame (past or future), $(dx,dy)$ a vector representing the search location .

The Mean-Squared Difference (MSD) cost function is defined as :

$$\text{MSD}(dx, dy) = \frac{1}{mn} \sum_{i=-n/2}^{n/2} \sum_{j=-m/2}^{m/2} [F(i, j) - G(i + dx, j + dy)]^2$$  \quad \text{..... (5)}

Image compression using Block Truncation method

Most image data compression techniques achieve high data compression ratio. The trade off between data compression remains one of the difficult problems. Maintaining high compression ratios with good image quality is possible at a more or less high computational cost. One of the main goals for image data compression is to reduce redundancy in the image block a much as possible. That is, it is very important to represent an image with as few bits as possible while maintaining good image quality.
Both compression and decompression algorithms should be simple and efficient. (BTC) is one of the simple and easy to implement image compression algorithms. The BTC algorithm involves the following steps:

- Step 1: The given image is divided into non-overlapping rectangular regions. For the sake of simplicity the blocks were let to be square regions of size m x m.
- Step 2: For a two level (1 bit) quantizer, the idea is to select two luminance values to represent each pixel in the block. These values are the mean x and standard deviation σ.

\[
\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \\
\sigma = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2}
\]

Where \(x_i\) represents the ith pixel value of the image block and \(n\) is the total number of pixels in that block.

- Step 3: The two values \(x\) and \(\sigma\) are termed as quantizers of BTC. Taking \(x\) as the threshold value a two-level bit plane is obtained by comparing each pixel value \(x_i\) with the threshold. A binary block, denoted by \(B\), is also used to represent the pixels. We can use “1” to represent a pixel whose gray level is greater than or equal to \(x\) and “0” to represent a pixel whose gray level is less than \(x\).

\[
B_i = \begin{cases} 
1 & x_i \geq x \\
0 & x_i < x 
\end{cases}
\]

By this process each block is reduced to a bit plane. For example, a block of 4 x 4 pixels will give a 32 bit compressed data, amounting to 2 bit per pixel (bpp).

- Step 4: In the decoder an image block is reconstructed by replacing ‘1’s in the bit plane with \(H\) and the ‘0’s with \(L\), which are given by:

\[
H = x + \frac{p}{\sqrt{q}} \\
L = x - \frac{p}{\sqrt{q}}
\]

Where \(p\) and \(q\) are the number of 0’s and 1’s in the compressed bit plane respectively.

**Motion Estimation**

The goal of video compression is to remove the redundancy in the video signal. In still image coding, the main task is to improve the transform and entropy coding efficiency. However, the optimal performance of an individual video frame in
video coding is upper bounded by the entropy of its residual frame. Motion estimation plays an important role in video coding by taking advantage of the temporal redundancy across the sequence. The general goals of motion estimation methods are to improve the prediction accuracy, or to reduce the implementation complexity.

ORTHOGONAL SEARCH ALGORITHM

The orthogonal search algorithm (OSA) is proposed by A. Puri et. al. in 1987 [3]. It consists of pairs of horizontal and vertical steps with a logarithmic decrease in step size. Two search paths of OSA are shown in Figure 3. Starting from the horizontal searching step, three checking points in the horizontal direction are searched. The minimum checking point then becomes the center of the vertical search step that also consists of three checking points. Then step size is decreased to half and same search strategy is used. The algorithm ends with step size equal to one. For \( d=7 \), the SA algorithm requires a total of \((3+2+2+2+2+2)=13\) checking points. For general case, the OSA algorithm requires \([1+4\log2(d+1)]\) checking points.

Interpolation (IBBP)

Interpolation is a simple yet efficient and important method in image and video compression. In image compression, we may only transmit, say, every row. We then try to interpolate these missing rows from the other half of the transmitted rows in the receiver. In this way, compress the data to half. Since the interpolation is carried out within a frame, it is referred to as spatial interpolation. In video compression, for instance. In the receiver we may try to interpolate the dropped frames from the transmitted frames. This strategy immediately drops the transmitted data to one third. Or basic concepts of zero – order interpolation, bilinear interpolation, and polynomial interpolation, readers are referred to signal processing texts. In temporal interpolation, the zero – order interpolation means creation of a frame by copying its nearest frame along the time dimension. The conversion of a 24 – frame –per – second motion picture to a 60 –frame –per – second. [11].

The IBBP frame model is a new feature of video coding which consists of three pictures (one P-picture and two BB-pictures). The P-pictures are predicted from previous decoded (I). The BB-pictures are bidirectional predicted both from the previous decoded (I) and P-picture. This model has been used in this work.

\[
f(x, y, t) = \frac{I_2}{I_1 + I_2} f(x, y, t_1) + \frac{I_1}{I_1 + I_2} f(x, y, t_{4/3})
\]

RESULTS

Producing a compression unit for digital security video cameras poses a unique challenge; ideally the encoder should be small and inexpensive, yet powerful enough to compress and transmit live video. In this paper, we will present a BTC based video compression algorithm that solves this problem. The algorithm is of low computational complexity.

The new efficient video image compression using block truncation with different block size is applied to grayEarth the image size (128x128) and reference block size is (4x4)(8x8) and (16x16) pixel. Also was applied adaptive search for motion Estimation technique and reference block size is (8x8) pixel. We will show the usefulness of the motion estimation in interframe compression. The compression and motion estimation are performed using the visual basic. In performance tests of the proposed algorithm apply block truncation and (OSA). The figure (3) represent the origin (Earth) images. Figure (4) represent the reconstruction (I), (P) frame when we apply block truncation block size (4x4). Figure (5) represent reconstruction images (I) and (P) and block different when we apply (OSA) used (MAD) criteria with thr.4, in figure shown the block different between (I),(P) frames. Figure (6) represent...
reconstruction images (I) and (P) when we apply (OSA) used (MSD) criteria with thr.4, in figure shown the block different between (I),(P) frames. Figure (7) represented the frames (I), (B1),(B2) and (P) respectively Where BB-pictures are bidirectional predicted both from the previous decoded (1) and P-picture. Table (1) numerical result when we apply block truncation block size (4x4), Table (2) numerical result when we apply block truncation block size (8x8). Table (3) numerical result when we apply block truncation block size (12x12).

CONCLUSION

From the result we were found the best image reconstruction at block size (4x4)) with good value of compression ratio but lowest C.R than block size (8x8) and (16x16). We have presented motion estimation technique, New Three Step Search (OSA), The experimental results show that this new method can significantly reduce the computational complexity and low search time while achieving comparable performance for many video sequences. Also we have found the criteria (MAD) was gave higher number of block different than criteria (MSD) then low C.R when we used (MAD) than (MSD).Threshold (4) was gave highest number of block different than other thresholds.
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Table 1. Numerical result when we apply block truncation block size (4x4) Comp. ratio (I)=5.2 PSNR=30.3

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Tim of search(sec)</th>
<th>No. of block change</th>
<th>Over all comp. ratio</th>
<th>PSNR (B1)</th>
<th>PSNR (B2)</th>
<th>PSNR (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 (MAD)</td>
<td>0.411</td>
<td>117</td>
<td>19.5</td>
<td>26.7</td>
<td>26.4</td>
<td>27.5</td>
</tr>
<tr>
<td>8 (MAD)</td>
<td>0.232</td>
<td>85</td>
<td>22.5</td>
<td>26.7</td>
<td>26.4</td>
<td>27.5</td>
</tr>
<tr>
<td>12 (MAD)</td>
<td>0.161</td>
<td>62</td>
<td>29.2</td>
<td>26.7</td>
<td>26.4</td>
<td>27.5</td>
</tr>
<tr>
<td>4 (MSD)</td>
<td>0.411</td>
<td>75</td>
<td>21.9</td>
<td>26.1</td>
<td>25.3</td>
<td>26.7</td>
</tr>
<tr>
<td>8 (MSD)</td>
<td>0.232</td>
<td>54</td>
<td>34.8</td>
<td>26.1</td>
<td>25.3</td>
<td>26.7</td>
</tr>
<tr>
<td>12 (MSD)</td>
<td>0.161</td>
<td>42</td>
<td>38.7</td>
<td>26.1</td>
<td>25.3</td>
<td>26.7</td>
</tr>
</tbody>
</table>

Table 2. Numerical result when we apply block truncation block size (8x8) Comp. ratio (I)=7.6 PSNR=28.2

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Tim of search(sec)</th>
<th>No. of block change</th>
<th>Over all comp. ratio</th>
<th>PSNR (B1)</th>
<th>PSNR (B2)</th>
<th>PSNR (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 (MAD)</td>
<td>0.415</td>
<td>115</td>
<td>24.3</td>
<td>24.1</td>
<td>24.36</td>
<td>25</td>
</tr>
<tr>
<td>8 (MAD)</td>
<td>0.223</td>
<td>83</td>
<td>27.4</td>
<td>24.1</td>
<td>24.36</td>
<td>25</td>
</tr>
<tr>
<td>12 (MAD)</td>
<td>0.172</td>
<td>59</td>
<td>38.2</td>
<td>24.1</td>
<td>24.36</td>
<td>25</td>
</tr>
<tr>
<td>4 (MSD)</td>
<td>0.411</td>
<td>73</td>
<td>26.4</td>
<td>23.6</td>
<td>24.5</td>
<td>24.7</td>
</tr>
<tr>
<td>8 (MSD)</td>
<td>0.232</td>
<td>51</td>
<td>41.8</td>
<td>23.6</td>
<td>22.8</td>
<td>24.7</td>
</tr>
<tr>
<td>12 (MSD)</td>
<td>0.172</td>
<td>39</td>
<td>48.7</td>
<td>23.6</td>
<td>22.8</td>
<td>24.7</td>
</tr>
</tbody>
</table>
Table 3. Numerical result when we apply block truncation block size (16x16) Comp. ratio (I)=9.6  PSNR=27.1

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Tim of search(sec)</th>
<th>No. of block change</th>
<th>Over all comp. ratio</th>
<th>PSNR (B1)</th>
<th>PSNR (B2)</th>
<th>PSNR (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 (MAD)</td>
<td>0.43</td>
<td>111</td>
<td>31.6</td>
<td>23.2</td>
<td>22.6</td>
<td>23.8</td>
</tr>
<tr>
<td>8 (MAD)</td>
<td>0.24</td>
<td>80</td>
<td>39.9</td>
<td>23.2</td>
<td>22.6</td>
<td>23.8</td>
</tr>
<tr>
<td>12 (MAD)</td>
<td>0.175</td>
<td>60</td>
<td>51.5</td>
<td>23.2</td>
<td>22.6</td>
<td>23.8</td>
</tr>
<tr>
<td>4 (MSD)</td>
<td>0.43</td>
<td>75</td>
<td>39.7</td>
<td>22.9</td>
<td>21.9</td>
<td>24.2</td>
</tr>
<tr>
<td>8 (MSD)</td>
<td>0.24</td>
<td>57</td>
<td>43.6</td>
<td>22.9</td>
<td>21.9</td>
<td>24.2</td>
</tr>
<tr>
<td>12 (MSD)</td>
<td>0.172</td>
<td>48</td>
<td>57.2</td>
<td>22.9</td>
<td>21.9</td>
<td>24.2</td>
</tr>
</tbody>
</table>

Fig.1. MPEG /H.26x video compression process flow

Fig.2 Two Search paths of orthogonal search algorithm
Fig. 3. Represent the original images of Earth (I), (P) frame

Fig. 4. Represent the reconstruction images (I), (P) frames when apply block truncation method, block size (4x4).

Fig. 5. Represent the (I), (P) frame and block different when we apply (OSA) used (MAD), with thr. 4.
Fig. 6. Represent the (I), (P) frame with block different when we apply (OSA) used (MSD), with thr. 4

Fig. 7. Represent the (I), (B1), (B2) and (P) frame when we apply (OSA) used (MAD), with thr. 4
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ABSTRACT

Chicken research has had a significant impact on fundamental biology. Studies of developmental biology, physiology, immunology, oncology, and virology have traditionally capitalized on the amenable nature of the chicken to genetic studies, and these investigations will now be greatly enhanced by the availability of the chicken genome sequence. The chicken genome diverged from the human genome 310 million years ago. The first build of the chicken genome sequence appeared in March, 2004. Size of chicken genome is 1.2 billion base pairs and approximately 4,000 cM in length. In total, there may be 20,000–23,000 genes; suggesting we still have more to learn about gene prediction. Chicken genomics is likely to have major applications and benefits in comparative genomics, evolutionary biology and systematics, models of development and human disease, and agriculture.

Key words: Chicken, Gene, Genome, Sequence.

INTRODUCTION

Research in birds has contributed to fundamental biology and the chicken has been a popular model organism for at least 100 years, for example, with the discovery of B cells and tumour viruses (1). Ready access to the chicken embryo using incubated eggs and the ease of manipulation make this system ideal for studies of vertebrate development (2). The chicken has been used in many of the classical studies on the molecular basis of patterning in the vertebrate embryo, in particular, the limb bud. In recent times, other model organisms, such as the mouse and zebra fish, have been in greater demand because of increased genetic resources and the ability to manipulate their genomes. The chicken EST and genome programs have removed many of these limitations in the chicken. In addition, new tools
such as the electroporation of chicken embryos and the use of RNAi to knock down gene expression are likely to make the chicken embryo a powerful model for the molecular study of development in vertebrates (2).

In meat-type chickens, there has been an increase in the incidence of congenital disorders, such as ascites and lameness, reduced fertility, and reduced resistance to infectious disease. In egg-type chickens, there has been an increase in the incidence of osteoporosis associated with increased egg production. Given the possibility that genetic progress in egg and meat production will reach its limit within the next twenty years (3), priorities in the poultry industry will be to reduce these costs and develop new products. The consumer wants high-quality products (e.g., increased egg shell strength), which requires greater uniformity and predictability in production. With an increased requirement for food safety, there will be a need to reduce the use of chemicals and antibiotics and increase genetic resistance to pathogens. These new traits are difficult and costly to measure by conventional genetic selection, and the developments in poultry genomics in the last few years promises new solutions to these problems.

The chicken is again re-emerging in importance as a model organism (2). Studies of developmental biology, physiology, immunology, oncology, and virology have traditionally capitalized on the amenable nature of the chicken to genetic studies, and these investigations will now be greatly enhanced by the availability of the chicken genome sequence (International Chicken Genome Sequencing Consortium, 2004).

Importance of chicken genome sequence

The chicken genome sequence is important for several reasons. The chicken shared a common ancestor with mammals ∼310 million years ago (Mya) at a phylogenetic distance not previously covered by other genome sequences. It therefore fills a gap in our knowledge and understanding of the evolution and conservation of genes, regulatory sequences, genomes, and karyotypes. The chicken is also a major source of protein in the world, with billions of birds used in meat and egg production each year. It is the first livestock species to be sequenced and so leads the way for others. The sequence and the 2.8 million genetic polymorphisms defined in a parallel project are expected to benefit agriculture and cast new light on animal domestication. It is a model for the 9600 avian species thought to exist today. Many of the features of the chicken genome and its biology make it an ideal organism for studies in development and evolution, along with applications in agriculture and medicine.

Genome Organization

The chicken genome diverged from the human genome 310 million years ago. It is a modern descendant of the dinosaurs and the first non-mammalian amniote to have its genome sequenced. Diploid chromosome no 78 In addition to a pair of sex chromosomes, chickens have 38 pairs of autosomes: 5 macro-chromosomes, 5 intermediate and 28 microchromosomes. Since each chromosome arm must have at least one obligate crossover, it follows that the micro chromosomes will have the highest rate of recombination. Comparison of genetic maps and genome sequences confirms this expectation, with crossover rates of 2.8 cM/Mb for macro chromosomes and 6.4 cM/Mb for microchromosomes. This is in contrast to 1–2 cM/Mb for most human chromosomes, making the chicken ideal for genetic linkage studies.

The density of genes is highest on the microchromosomes, confirming earlier conclusions based on mapping genes (4) and CpG islands (5). The estimated number of CpG islands based on bioinformatics approaches depends on the definition in use. In this case (6), ∼70,000 CpG islands were predicted in the chicken, with 38% of these located in regions of conserved synteny with mammalian genomes. Since 48% are associated with a gene, CpG island density mimics gene density and is highest on microchromosomes. Conversely, sizes of introns and intergenic regions and density of repetitive elements correlate negatively with gene density and are reduced on microchromosomes. If we assume that genomes balance selective constraints favouring DNA loss over those that favour expansion and that selection will be most efficient in regions of high recombination where linkage of alleles are more readily broken (7),
then the correlation of the densities of genes, CpG islands, repeats, etc. With chromosome size (and therefore recombination rate) is to be expected.

Genome sequence

The first build of the chicken genome sequence appeared in March, 2004, the first genome sequence of any animal agriculture species. That sequence was done primarily by whole genome shotgun Sanger sequencing, along with the use of an extensive BAC contig-based physical map to assemble the sequence contigs and scaffolds and align them to the known chicken chromosomes and linkage groups. Subsequent sequencing and mapping efforts have improved upon that first build, and efforts continue in search of missing and/or unassembled sequence, primarily on the smaller microchromosomes.

Size of chicken genome is 1.2 billion basepairs and approximately 4,000 cM in length (8). Therefore, 1 cM is approximately equivalent to 300 kb of DNA in the chicken. In contrast, 1 cM in humans is about 1,000 kb of DNA, and thus, the chicken genome is about one-third the size of the human genome. It was the low repetitive DNA content, only 11% compared with 40%–50% found in mammals that was a key contributing factor to the quality of the final assembly. This sequence employed DNA from a single inbred female Jungle Fowl (9) and represented a 6.6-fold coverage of the genome.

Together with genetic and BAC maps, almost 100,000 contigs were assembled into a scaffold of 907 Mb, or 86% of a 1050-Mb genome. In birds, it is the female that is the heterogametic sex, with single copies of the Z and W chromosomes. Therefore, these chromosomes were poorly represented in the final assembly. In addition, unlike the rest of the genome, the W chromosome has a high repeat content and so very little sequence was assembled. Targeted sequencing of the sex chromosomes will be necessary to complete their assemblies. For autosomes, sequence coverage was 98% based on overlaps with an independent set of BAC clones sequenced to high quality. Overlaps with cDNA clones suggested 5%–10% of genes were missing from the final assembly; gene duplications and GC-rich sequences were a particular problem. The MHC region on chromosome 16, a rich source of duplicated genes, was very poorly represented. Further work to complete the chicken genome sequence to a high quality for comparative genomics and gene discovery is required.

There are 1,965 genetic markers mapped to 50 linkage groups and covering almost the entire 4,000 cM expressed sequence tags (EST), the identification of genetic polymorphisms such as SNP, about 2.8 million SNP (~1 every 400 base pairs) in chicken genes has become a reality. Our laboratory has undertaken an in silico analysis of the chicken EST at the University of Delaware by using a Phred/Phrap/Polypred/Consed pipeline to identify candidate chicken SNP. Initial scanning of 23,427 chickens EST identified a total of 1,209 candidate SNP, with at least 182 non-synonymous SNP that result in an amino acid change observed Validation of these candidate chicken SNP is ongoing(11, 12). Placement of the SNP on the chicken genetic map will enhance marker density, thus allowing for mapping of complex traits through linkage analysis and linkage disequilibrium. Application of SNP to identify disease resistance genes in chickens is of special interest to our laboratory, especially in regards to Marek’s disease and coccidiosis. Comparisons of the chicken genome to the human and mouse genomes indicate that there are highly conserved syntenic groups, particularly between the chicken and human (8, 10).

Genes & proteins

In total, there may be 20,000–23,000 genes; suggesting we still have more to learn about gene prediction (13). When used to identify novel genes missed in the current human gene set (Ensemble22,287 genes), only an additional 37 were predicted, which suggests we have identified most of the “conserved” genes found in birds and mammals. Only 75 processed (or retrotransposed) pseudo genes were found in the chicken genome, compared with 15,000 in mammals. The reason for this low number may be the sequence specificity of reverse transcription by avian LINES
Mammalian LINEs are more promiscuous and able to retrotranspose most mRNAs. It was hoped that the lack of pseudogenes in the chicken would help to identify functional noncoding RNA genes in mammalian genomes via conservation of chromosomal gene location. Because of their noncoding character, it is difficult to distinguish functional RNA genes from the large excess of RNA pseudogenes in mammals by ab initio methods.

In chicken, 571 RNA genes in 20 distinct families were predicted and only the miRNA and snoRNA families (that usually lie within introns of coding genes) show conserved synteny to the extent that protein coding genes do. That the other noncoding RNA families did not suggest that they may transpose throughout the genome in ways that differ from coding genes. 571 ncRNA genes, about 2.8 million SNP (~1 every 400 base pairs) & Estimated 20,000 to 23,000 protein-coding genes (International Chicken Genome Sequencing Consortium, *Nature* 2004). Comparisons between mammals and birds can also start to address questions about gene gains/losses. Comparisons between human, chicken, and Fugu suggest a core set of almost one third of all genes (7606) is conserved in all vertebrates. These comparisons also suggest that the rates of gene loss were higher in the avian lineage and fewer gene duplications were found in birds. Careful comparisons detected some genes lost from the chicken lineage, including vomeronasal receptors, caseins, and some genes of the immune system. Similarly, birds have more keratins specific to feathers and mammals have lost the avidin egg proteins. The discovery that all enzymes in the urea cycle were present but apparently not used for this function in birds was perplexing.

**New tools for genome analysis**

Important by-products of any genome project are the resources (cDNA and BAC clones, genetic markers, etc.) and information it provides for future research (14). Together with chromosome paints, BAC clones (BPRC) have been used to define cytogenetically all chicken chromosomes (15). Because of the nearly identical sizes of the microchromosomes in mitotic chromosome spreads, this was not previously feasible. A BAC map with 20-fold redundancy or 91% coverage of the chicken genome has been assembled into 260 contigs (16). BAC contig maps are under construction for other birds; including turkey, California condor, and zebra finch (17). These clones can be used to target specific genomic regions and to create whole genome BAC arrays for comparative surveys of avian genomes. These arrays may be able to classify many avian species into unique clades, a notoriously difficult task (17).

From the very start, ESTs and cDNA clones have been important (18), in particular for the prediction of chicken genes. ESTs have been used to create cDNA microarrays (19) and design DNA chips (Affymetrix) for high-throughput gene expression assays. A total of 4532 full-length cDNA clones (20) representing ~25% of known gene predictions in chicken, can now be used in evolutionary and functional studies (available from ARK-Genomics). RNAi and transgenic technologies are now available in the chicken, which when combined with the accessible chicken embryo, makes this a powerful system for functional studies in vivo (21, 22). There are a number of databases distributed throughout the world, including genome browsers (Ensemble, NCBI, and UCSC), genetic maps (ARKdb and ChickACE), gene expression (GEISHA), and others, but there is a need to integrate these views into a single Model Organism Database (GMOD).

**Applications of the chicken genome sequence**

Taken together with the ready access to chicken embryos and as a major food source, chicken genomics is likely to have major applications and benefits in comparative genomics, evolutionary biology and systematics, models of development and human disease, and agriculture.
Comparative genomics

A major reason for sequencing the chicken genome was to increase our understanding of the human genome through comparative genomics, for example, to define regions under selection such as coding and regulatory elements (6). Comparisons with known functional sequences suggested that 75% of coding regions and 30%–40% of regulatory elements are conserved. Comparative genomics has identified ~400 ultra-conserved regions (UCR) greater than 200 bp sharing at least 95% sequence identity between human and chicken (22). Surprisingly, highly conserved, noncoding regions like the UCR often exist far from any predicted gene within so-called “gene deserts” that are apparently free of any known protein-coding genes and are often clustered (23). Genes with a role in transcriptional regulation and development flank many of these UCR and gene deserts. These regions are often far from genes and may represent distant regulatory signals. Parent-specific gene expression by genomic imprinting is only found in mammals and not birds or lower vertebrates.

Therefore, comparison of imprinted genes in mammals with orthologs in the chicken may uncover features about the origins of imprinting. Comparative mapping suggests these genes cluster on macrochromosomes in regions that preferentially undergo asynchronous DNA replication (25). Analysis of the chicken region orthologous to the imprinted mammalian ASCL2–H19 region (24) revealed extensive conservation of gene organization, except H19, a critical noncoding imprinted gene. This gene and its regulatory elements were absent from the chicken genome. These studies suggest that imprinted genes were clustered before the evolution of imprinting, an event that occurred after the divergence of birds and mammals ~310 Mya. Subsequently, imprinting control elements, such as the H19 gene region, must have evolved by duplication and/or transposition into these gene clusters.

A long-standing question in genome evolution has been the question of genome size. The chicken genome is 35% the size of the human and 45% of mouse. In part, this can be explained in terms of the low frequency of repeats, pseudo genes, segmental duplication, and gene duplications (6). However, these factors only account for 20%–25% of the variation in genome size, so other factors are at work, possibly a dearth of ancient repeats (that are no longer detectably repetitive) or reduction in cell size and energy conservation (26).

Developmental biology

Applications in developmental biology are likely to be another major beneficiary of the genome sequence. The chicken has always been a favourite among developmental biologists because of easy access to the chick embryo and ease of manipulation. These features, when combined with the new tools of genomics, are ideal for testing gene function and predicted regulatory sequences in vivo. For example, studies on the conservation of the avian SOX2 genes have identified neural specific enhancers, confirmed in vivo by electroporation of chick embryo neural tubes (27).

Genetic variation and complex trait analysis

In parallel with the chicken genome sequencing project, a consortium (28–29) generated 2.8 million SNPs from a comparison of the Red Jungle Fowl reference sequence and partial genome scans of Silkie, Broiler, and Layer lines. Resequencing confirmed 94% of the total and 83% of the nonsynonymous SNPs. An initial surprise was that ~70% of SNPs were common to all breeds, suggesting an origin prior to domestication 5,000–10,000 years ago. Another possibility is that their ancestry has been lost because of extensive cross breeding between Asian and western poultry populations. The next steps are to verify a larger sample of SNPs and create high-resolution genetic and linkage disequilibrium maps of chicken populations. These assays will be used to map and identify genes controlling traits of economic and biological interest at quantitative trait loci (QTL). Currently, more than 600 QTL have been mapped using
microsatellites (30). The availability of a standard set of 10,000 or more SNPs combined with the ease of building structured large resource populations hold much promise towards the identification of genes controlling these traits.

Animal health and the avian immune system

One area that has benefited most from genomic approaches has been the characterization of the genes and proteins in the avian immune system. The MHC was the first major chicken genome sequence to be assembled (31) and was a surprise, being relatively compact and simpler than those of mammals. Since then, there has been slow progress in the isolation of avian cytokines and other signaling molecules. The main problem has been their high rate of evolution, limiting their detection using homology to mammalian sequences (32). Sequences included interleukins, transcription factors, chemokines, differentiation antigens, receptors, genes involved in the Toll pathway, and MHC-associated genes. The discovery of IL4 and other cytokines involved in the Th2 response was a surprise, since it had previously been speculated that the chicken does not elicit a typical Th2 response (32). Thereceptors for IL10 and IL13 were also identified, indicating that the chicken probably also contained these genes, which are typical Th1 and Th2 cytokines. This was confirmed by sequencing specific BAC clones identified assuming conservation of synteny between chicken and mammalian genomes.

A comprehensive analysis of the chicken genome sequence has identified many cytokines, chemokines, and their receptors (6). Even genes once thought to be mammalian-specific, including IL3, IL7, IL9, IL26, CSMF, LIF, and Cathelicidin, were found (6). These are proteins that evolve rapidly and require more effort to detect. A number of orthologs to human chemokines are absent from the chicken genome, including CCL2, 7, 8, 11, 15, 18, 23, 24, and 26; CXCL1–7, 9, 10, and 11, possibly products of independent gene duplications in mammals. Similarly, missing chemokine receptors included CCR1, CCR3, CCR10, CXCR3, and CXCR6. The lack of functional eosinophils correlates with the absence of the eotaxin genes (CCL22, CCL24, CCL26) and their receptor (CCR3). Chickens lack lymph nodes and also the genes for the lymphotoxins and their receptors. TNF is also absent, but its receptor, TNFRSF1A (ENSGALG00000014890) is present, suggesting that further sequencing will reveal this gene in the chicken. Similar analyses have been performed on the leukocyte receptor complex that regulates the activity of Tand B-lymphocytes and NK cells. A model of evolution by repeated birth and death of these Ig-like receptors genes was proposed.

Selection for Specific Disease Resistance

Selection for specific disease resistance particularly against MD, E.coli infection has been tried with variable results. However, at present this study is in progress both at phenotypic and molecular level. At present there is increasing interest in breeding for increased disease resistance. With the availability of the draft chicken genome sequence, the genes that underlie the resistance loci can be identified and utilized.

Control of Emerging Diseases

Some of the emerging diseases like avian influenza are creating havoc losses in the poultry industry. We may get rid of this problem through genetic manipulation as well as effective health management practices.

Future opportunities

- Marker assisted selection
- Selection for Specific Disease Resistance
- Control of Emerging Diseases
- Proteomics
- Transcriptomics
DNA microarray technology
Gene silencing
Embryonic stem cell lines.
Transgenic vehicle and cloning.
Pharmacogenomics
Nutrigenomics

CONCLUSION

Chicken being the most popular model for modern research in fundamental science, studying its genome organisation will further helpful in many aspects of science. Size of chicken genome is 1.2 billion base pairs and approximately 4,000 cM in length and estimated about 20000-23000 genes in its genome. In genetics still opportunities are their starting from gene to genome to proteomics and transfer of information from generation to generation which involves various genetic process could be studied well in chicken as its generation interval is small and large number of offspring can be obtained per parent.
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ABSTRACT

Fault slip data were collected from six fault data stations distributed across an area of 600 km², located within the eastern part of Low Folded Zone, the Western Zagros Thrust-Fold Belt, within Iraqi territory. Based on Mohr theory, Bott equation and vertical thickness, the magnitudes of the stress at the time of tectonic activities were estimated. Firstly, by using the TENSOR WIN software, the orientations of the principal stresses (σ1, σ2 and σ3). Secondly using the rupture-friction laws, taking into account the depth of the overburden, the vertical stress (σv) was calculated. Finally, the three dimensions Mohr representation is used to calculate the magnitudes of the paleostresses. In addition to the magnitudes of the paleostresses, this study shows, the existence of two types of faults, the reactivated faults, which lie on or above the cohesionless friction (sliding) line and Mohr envelope and the stable faults that lie on the great circles of Mohr diagram.

Key words: Paleostress, Magnitudes, Mohr circles, Low Folded Zone, Iraq.

INTRODUCTION

Zagros Thrust-Fold Belt is the deformational product of Cretaceous-present day convergence of the Arabian-Iranian Plates. It extends more than 800 km from southern Turkey through north and north east Iraq to the Strait of Hormuz southwestern Iran. It has a thick folded and thrustsedimentary pile, accumulated on the northeastern margin of the Arabian Plate (Alavi, 2004; and Sherkati et al., 2005). Characterizing the distribution of stress orientations and magnitudes in the crust is a major challenge in Earth Sciences. Motivation arises from applied purposes such as evaluation and mitigation of geological hazard, engineering activities and resource exploration, but also from academic purposes, such as understanding the mechanical behavior of geological materials and deciphering tectonic mechanisms at various scales (Lacombe, 2012). The state of stress in rocks is generally anisotropic and is defined by
stress ellipsoid axes, which characterizes the magnitudes of the principal stresses (Kaymakci, 2006). The reduced stress tensor concept and stress ratio have been proposed by Angelier (1975), which describe the shape of the stress ellipsoid from which ratios of principal paleostress magnitudes can be calculated. The qualitative and quantitative analyses of brittle structures, that obtained from paleostress studies provide a reliable key to understand the distribution and evolution of paleostress fields through a successive tectonic events (Angelier, 1989). Despite of the reconstructed reduced stress tensor is linear function, it provides a valuable information about the order and orientation of the three principal stresses are the same as for the actual stress tensor, which can be used later in determining the magnitudes of palaeostresses. The study of the relationship between stress magnitudes and development of geological structures is inherently difficult. Determination of stress magnitudes associated with the tectonic history of rock masses relies upon establishing a close relationship between the state of stress and the development of a conspicuous element in the rock itself (Lacombe, 2001).

The reactivated fault model has been applied by several authors to determine the magnitudes of the paleostresses (Sassi and Carey, 1987; Angelier, 1989; Salih, 1990; Al-Handula, 1997; Al-Diabat, 1999 and Al-Ubaidi and Al-Kotbah, 2003). The Mohr circle representation of the stress states in the three dimensions can be tested to represent the reactivation of faults. Most paleostress studies, which are executed in Iraq, deal with the orientations of the principal stress axes and there is a lack of studies involving quantitative measurements of their magnitudes. However, only two studies concerned the magnitudes of the paleostresses, the first is carried out by Salih (1994), who studied the paleostress magnitudes within Sinjar anticline and the second, Al-Handula (1997), who studied the magnitudes of the paleostresses of the Low Folded Zone. Most studies concerning fault slip data aim to determine the principal stress orientations. However, the collected and the available data in this study allow to determine the magnitude and the orientation of the paleostresses from their ratios and directions. Furthermore, to estimate the burial depth at time of deformation.

MATERIALS AND METHODS

Location

The study area is located within the eastern part of the Low Folded Zone, within Wasit Governorate, along the Iraqi-Iranian international borders, it occupies, approximately, an area of 700 km² (Fig. 1). Badrah, Zurbatiyah and Jassan represent the main cities that exist within the study area. It is limited by the following coordinates:

<table>
<thead>
<tr>
<th>Longitudes</th>
<th>45° 52′ 45″ E</th>
<th>46° 07′ 45″ E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitudes</td>
<td>33° 07′ 35″ N</td>
<td>33° 22′ 37″ N</td>
</tr>
</tbody>
</table>

Geological setting

Tectonically, different plate boundaries exist along the Arabian Plate, collisional belt along the NE boundary (Zagros-Taurus thrust belt), rifting and sea floor spreading around the W and SW boundary, along Red Sea and Gulf of Aden, transform Plate boundary along the NW margin, along the Dead Sea and along Owen-Sheba fracture zones in SE boundary and active subduction margin along Makran belt (Emami, 2008). Zagros Thrust-Fold belt is a part of the Alpine-Himalayan belt (Beydoun et. al., 1992). The Iraqi territory of the Zagros fold-thrust belt has been divided into several NW-SE trending longitudinal tectonic zones (Buday and Jassim, 1987; Al-Kadhimi et al., 1996; Jassim and Goff, 2006); and Fouad (2012). The Low Folded Zone represents a part of these longitudinal zones, it is a part of the Outer Platform of the Arabian plate (Fouad, 2012), where the study area lies. The main structures within the study area are: Hemrin anticline; is the major structure within the study area, it is NNW–SSE trending anticline, 33 km in length and its width ranges from 0.7 km up to 7 km. the NE limb of Hemrin anticline is thrust over its SW limb. KaniSakht anticline; is a narrow Asymmetrical fold, located along the eastern side of Hemrin Structure, with length of about 30 Km and variable width up to 1.5 km. It has NNW – SES trend. The dip of the southwestern limb is about (40 – 65)
degrees, whereas the dip of the northeast limb is about (47 – 52) degree. The study area is characterized by the development of three large scale thrust faults of NW – SE trend, Kachaa Fault extends for 25 km, Cea Koran Fault extends for 25 km in length, Koolic Fault, It runs parallel to the Iraqi – Iranian international borders, extends for 12 km in length.

From topographic point of view, the study area is characterized by its mountainous and hilly terrains, it descends in relief from its NE part, Geomorphologically, the study area is characterized by the hilly terrains, whereas the extreme western part represents the mountainous region (Yacoub, et, al., 2012). The structural elements such as faults and folds beside the lithological variations play an important role in the formation of the geomorphological landforms within the study area (Mahmoud et al., 2018). Stratigraphically, the study area is built up of sedimentary rocks, range in age from Oligocene to Pleistocene, brief description of the stratigraphy is hereinafter: Ibrahim Formation (Oligocene): It is exposed within the eastern part of the study area, this formation represents the oldest rock unit within the hanging wall of Koolic thrust fault, which is thrusted on Dhiban and Jeribe formations (foot wall), it consists of 130m of alternation of marl and marly limestone, The upper part of the formation is dominate of marl with thin beds of limestone while the middle part composed of thickly bed of marlylimestone and alternation of marlilimestone and marl in the lower part (Mahmoud et al., 2018).

Serikagni Formation (Early Miocene): It is exposed in the eastern parts of the study area, it consists of 22 m of marl, marly limestone and limestone. Dhiban Formation (Early Miocene): it exists within in the eastern parts of the study area, consists of 30 m of white, nodular textured and massive gypsum. Jeribi Formation (Middle Miocene): It comprises of 70 m of massive dolomitic limestone. Fat‘ha Formation (Middle Miocene): The formation consists of cyclic alternation of calcareous claystone, limestone and gypsum. It is divided into two members (Al-Mubarak and Youkhanna, 1979; and Ma‘ala et, al., 1987), both Upper and Lower members of this formation are exposed in the study area, its maximum exposed thickness is 330 m, Fat‘ha Formation is thrust and over Injana Formation along the major thrust fault. Injana Formation (Late Miocene): The formation is exposed only within south western limb of Hemrin anticline, Injana formation consists of alternation of claystone and sandstone, The uppermost part is characterized by very thick (up to 30 m) claystone and thin sandstone beds. the total thickness is 350 m. Mukdadiyah Formation (Late Miocene-Pliocene): It consists of 110 m of rhythmic clastic cycles of sandstone and claystone are lenticular as a mode of deposition, with many lateral changes to each other. Bai Hassan Formation (Pliocene – Pleistocene): The formation consists of thick and coarse conglomerates contain lenses of sandstones. its total exposed thickness is 25 m (Mahmoud et al., 2018).

Methodology

Under the assumption that a fault slips parallel to the direction of maximum resolved shear stress (Wallace-Bott hypothesis), fault kinematic data can be inverted to calculate palaeo-stress fields and fault-related deformation can be forward modeled in terms of orientations and magnitudes (Angelier, 1979; Aydin, 1980; Etchecopar, et al., 1981; Angelier, et al., 1982; Angelier, 1984; Michael, 1984; Aleksandrowski, 1985; Angelier, 1985; Frizzell and Zoback, 1987; Hancock, et al., 1987; Julien and Cornet, 1987; Lisle, 1987; Pfiffner and Burkhard, 1987; Reches, 1987; Sassi and Carey-Gailhardis, 1987; Caputo and Caputo, 1988; Célérier, 1988; Larroque and Laurent, 1988; Lisle, 1988; Angelier, 1989; Hardcastle, 1989; Hatzor and Reches, 1989; Manning and deBoer, 1989; Wallbrecher and Fritz, 1989; and Burg, 2013).

Three criteria are used to determine the paleostress magnitudes: rupture, fiction line and the vertical stress (Angelier, 1989). Anderson (1951) assumed (Anderson classification of faults) the rock was initially intact and unfractured, which means each neoformed fault is related to an independent tectonic event and stress field (Hatcher, 1995). The existence of neoformed conjugate faults can be easily detected within the fault slip data set according to their geometrical properties (Anderson, 1951). The magnitudes of normal and shear stress for conjugate faults correspond to a point on the largest Mohr circle, the largest Mohr circle should be tangent to the failure envelope at the corresponding point (Angelier, 1989). However, the value of the vertical stress (σv) can be estimated through
determining the lithostatic load and one of the principal stress axes is generally vertical during a tectonic event (rotations may occur later) (Fig.2) (Angelier, 1989). At the time of the tectonic event, the depth can be determined as well as the average density of overlying rocks, additional information can be obtained (the value of one principal stress), using the following equation:

\[ \sigma_v = \rho g z \]  

… (1) (Price, 1966; Sibson, 1974 and Suppe, 1985)

Where:
- \( \rho \): average density of the rock column
- \( g \): the acceleration of gravity
- \( z \): the paleodepth

Calculating the stress ratio (R)

It is possible to calculate the stress ratio when the orientation of the principal stress axes are known, for each fault individually, by using Bott equation (eq. 2) (Al-Ubaidi and Al-Kotbah, 2003). In addition to the Mohr circles, Lisle stress diagram is used to represent the state of stress (Fig.3).

\[ R = \tan\theta = \frac{I^2 - m^2}{n^3} \]  

……….. (2)

Where:
- \( R \): the ratio of the principal stress difference
- \( \theta \): the pitch of the shear stress direction in the fault plane
- \( I, m, n \): are the direction cosines of the normal to the fault surface

TENSOR WIN software is used to compute and analyze the field data, by using the improved right dihedral and PTB methods (Delvaux 1993; Delvaux et al. 1997; Delvaux and Sperner 2003) and the orientations of the principal stress axes (\( \sigma_1, \sigma_2, \) and \( \sigma_3 \)) were calculated. MohrPlotter software is used to produce Mohr diagram and GIS software is used for map layout.

RESULTS

Within the field work and according to the practical sliding test, the friction angles of the fault surfaces, for different lithologies and smoothness were measured. It was estimated, for the smooth surfaces (limestone), about 25\(^{\circ}\). Whereas, it is 35\(^{\circ}\) for the rough surface (sandstones). The maximum thickness of the overburden, above the fault plane, for each station was also estimated (Table 1). It is worthy to mention that the present study uses 25\(^{\circ}\) friction line angle in all stations. Seventy six fault slip data were collected, within six fault slip data stations, distributed across the study area (Fig.1). From these measurements, the orientations of the principal stress axes (\( \sigma_1, \sigma_2, \) and \( \sigma_3 \)) and the ratio of the principal stress difference (R) were calculated. The average bulk density for the sedimentary rocks is estimated as 2300 gm/c\(^3\) (Salih, 1990), the vertical stress is calculated (\( \sigma_v = \rho g z \)) (Tables 2&3) and Finally, the rock cohesion values of both 0 and 100 bars were used as published of cohesion commonly lie in this range (Sassi and Carey, 1987).

Due to the reverse modes of the measured faults, the measured vertical stress, within each station is equal to the minimum principal stress (\( \sigma_3 \)). For Mohr diagram representation, with fixed \( \sigma_v \) (\( \sigma_3 \)) and fixed R, the horizontal stresses can be varied until the points representing fault planes are positioned on or nearly close to the two lines of limit sliding (Al-Diabat et, al., 2003). Furthermore, minimum, maximum sliding angles, minimum and maximum horizontal stresses are tested within each station (Table 4 and Figs. 4,5,6,7,8 and 9).
DISCUSSION

The rocks of Neogene age (Ibrahim Fn.-Injana Fn.) have been studied to determine the magnitudes of the principal paleostresses based on field analysis, Mohr theory, Bott equation and Lisle diagram. Furthermore, the reactivation of faults have been tested on 3D Mohr diagram, where the slip on discontinuities is controlled by the friction law, so that the points should lie between the sliding line and the failure envelope. The vertical thickness is constant for different types of faults. Mohr diagrams reflects the relationship between the effective normal and shear stresses on fault surfaces and there is a proportional relationship between the reactivation on faults and the shear stress. The resulted diagrams from the analyzed stations show that some faults were associated with relatively low values of shear stress and high values of normal stresses. According to Mohr diagrams, some of the faults are located within the area that surrounded by the sliding line and the Mohr envelop, whereas, others are found to be along the Mohr circles.

The obtained results show that the estimated paleodepth during faulting ranges from (460m), in station one, up to (1060m) in station six. The calculated vertical stress ($\sigma_v$) is 104 bar in station one up to 239 bar in station six and all the stress magnitudes are calculated at $25^\circ$ sliding line.

CONCLUSIONS

Due to compressional stress regime, the collected faults within all stations, which are distributed across the study area, are of a reverse sense, which is in accordance with the oblique collision of the Arabian and Eurasian plates along their curved margins, and to the anticlockwise rotation of the Arabian plate relative to Eurasian plate. Within dry conditions, where the effect of the pore-fluid pressure has not taken into account, it is found that there is a proportional relationship between the paleodepth and the vertical stress ($\sigma_v$). Some poles of fault planes are found to be of low shear stress and high normal stress, which means there is no slip exists under these conditions. This calculation is clearly at odds with reality because movement occurred on these planes and the slip took place, this contraction could be explained as the following:

1. These faults could be formed before the folding, and they changed their orientation after deformation.
2. These faults were formed at the first stage of folding (at the end of ductile stage) and changed their orientations at a later stage of folding.
3. These measurements could be mixed i.e. come from more than one population and represent the product of different stress states, because these are taken from large are.
4. It could be the effect of pore fluid pressure (pore fluid pressure reduces the magnitudes of principal effective stresses) has not been taken into account or it could be some errors in the overburden thickness estimates.

The first two explanations involve a shift of the fault points within the stress circles on the Mohr diagram. Whereas, the last reason would shift the Mohr circle bodily.

The poles of other group of faults mostly indicate high shear stress and low normal stress. The diagrams also show the presence of two types of faults, the first group is the reactivated faults, which lie between the sliding line and the failure envelop and the second group, represents the faults that distributed along the boundaries of Mohr circles. These Mohr diagrams show that the stress magnitudes were enough to induce reactivation of faults in the area. The overburden pressure estimated by Salih (1994) and Handula (1997) for the Low Folded Zone in close agreement with stress determined by this study. According to these conclusions the two methods (PTB and the right dihedral methods) are applicable to these faults and using frictional sliding consideration allow the estimation the magnitudes of the two principal stresses when the third one is known. A comparison between the magnitudes of the principal stresses of this study and other studies shows the compatibility of the results.
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Table 1: Stratigraphic succession of the study area

<table>
<thead>
<tr>
<th>No.</th>
<th>Formation</th>
<th>Thickness</th>
<th>Lithology</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bai Hassan</td>
<td>1000 m</td>
<td>Alternation of conglomerate and claystone</td>
</tr>
<tr>
<td>2</td>
<td>Mukdadiyah</td>
<td>900 m</td>
<td>Alternation of pebbly sandstone, sandstone and claystone</td>
</tr>
<tr>
<td>3</td>
<td>Injana</td>
<td>900 m</td>
<td>Alternation of sandstone and claystone</td>
</tr>
<tr>
<td>4</td>
<td>Fat'ha</td>
<td>300 m</td>
<td>Alternation of gypsum, marl and limestone</td>
</tr>
</tbody>
</table>

Table 2: The calculated principal stress orientations, stress ratio, paleodepth and the vertical stress of the study area, based on the improved right dihedral method

<table>
<thead>
<tr>
<th>Station no.</th>
<th>σ 1</th>
<th>σ 2</th>
<th>σ 3</th>
<th>R</th>
<th>Paleodepth(m)</th>
<th>σ v(bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>St.1</td>
<td>04.265</td>
<td>14.174</td>
<td>76.011</td>
<td>5.3</td>
<td>460</td>
<td>104</td>
</tr>
<tr>
<td>St.2</td>
<td>07.225</td>
<td>21.322</td>
<td>68.332</td>
<td>0.45</td>
<td>790</td>
<td>178</td>
</tr>
<tr>
<td>St.3</td>
<td>15.026</td>
<td>11.119</td>
<td>71.245</td>
<td>1.9</td>
<td>790</td>
<td>178</td>
</tr>
<tr>
<td>St.4</td>
<td>17.195</td>
<td>28.096</td>
<td>57.813</td>
<td>2.67</td>
<td>860</td>
<td>194</td>
</tr>
<tr>
<td>St.5</td>
<td>05.041</td>
<td>29.308</td>
<td>60.139</td>
<td>2.5</td>
<td>1060</td>
<td>239</td>
</tr>
<tr>
<td>St.6</td>
<td>02.025</td>
<td>21.294</td>
<td>69.119</td>
<td>4.6</td>
<td>1060</td>
<td>239</td>
</tr>
</tbody>
</table>
Table 3. The calculated principal stress orientations, stress ratio, paleodepth and the vertical stress of the study area, based on the PTB method

<table>
<thead>
<tr>
<th>Station no.</th>
<th>$\sigma_1$</th>
<th>$\sigma_2$</th>
<th>$\sigma_3$</th>
<th>R</th>
<th>Paleodepth(m)</th>
<th>$\sigma_v$ (bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>St.1</td>
<td>03.056</td>
<td>04.326</td>
<td>08.183</td>
<td>9.2</td>
<td>460</td>
<td>104</td>
</tr>
<tr>
<td>St.2</td>
<td>05.225</td>
<td>17.134</td>
<td>73.331</td>
<td>0.33</td>
<td>790</td>
<td>178</td>
</tr>
<tr>
<td>St.3</td>
<td>18.038</td>
<td>08.131</td>
<td>70.243</td>
<td>1.28</td>
<td>790</td>
<td>178</td>
</tr>
<tr>
<td>St.4</td>
<td>15.198</td>
<td>04.107</td>
<td>74.004</td>
<td>2.75</td>
<td>860</td>
<td>194</td>
</tr>
<tr>
<td>St.5</td>
<td>15.198</td>
<td>04.107</td>
<td>74.004</td>
<td>2.6</td>
<td>1060</td>
<td>239</td>
</tr>
<tr>
<td>St.6</td>
<td>04.028</td>
<td>15.297</td>
<td>74.133</td>
<td>4.25</td>
<td>1060</td>
<td>239</td>
</tr>
</tbody>
</table>

Table 4. The maximum and minimum values of principal paleostress

<table>
<thead>
<tr>
<th>Station no</th>
<th>$\sigma_3$ ($\sigma_v$)</th>
<th>$\sigma_1$ max.</th>
<th>$\sigma_2$ max.</th>
<th>$\sigma_1$ min.</th>
<th>$\sigma_2$ min.</th>
<th>PTB method</th>
<th>Right dihedral method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>104 bar</td>
<td>1030</td>
<td>890</td>
<td>920</td>
<td>797</td>
<td>1030</td>
<td>800</td>
</tr>
<tr>
<td>2</td>
<td>178 bar</td>
<td>1440</td>
<td>520</td>
<td>1240</td>
<td>465</td>
<td>1440</td>
<td>620</td>
</tr>
<tr>
<td>3</td>
<td>178 bar</td>
<td>1440</td>
<td>900</td>
<td>1240</td>
<td>785</td>
<td>1500</td>
<td>1100</td>
</tr>
<tr>
<td>4</td>
<td>194 bar</td>
<td>1680</td>
<td>1400</td>
<td>890</td>
<td>760</td>
<td>1600</td>
<td>1080</td>
</tr>
<tr>
<td>5</td>
<td>239 bar</td>
<td>1920</td>
<td>1400</td>
<td>1600</td>
<td>1180</td>
<td>1920</td>
<td>1150</td>
</tr>
<tr>
<td>6</td>
<td>239 bar</td>
<td>1900</td>
<td>1300</td>
<td>1500</td>
<td>1044</td>
<td>1920</td>
<td>1640</td>
</tr>
</tbody>
</table>

Fig.1: Location and geological map of the study area (Mahmoud et al., 2018)
Fig. 2: the magnitude of vertical principal paleostress ($\sigma_v$) depending on fault type (Angelier, 1989)

Fig. 3: Lisle stress diagram (Lisle, 1979)
Fig. 4: Determination of principal stress magnitudes using Mohr circles in station 1: (a) and (b); determination the maximum and minimum values at 25° sliding line, respectively, based on PTB method. (c) and (d): calculation the maximum and minimum values at 25° sliding line, based on right dihedral method.
Fig. 5: Determination of the principal stress magnitudes using Mohr circles in station 2: (a) and (b); determination the maximum and minimum values at 25° sliding line, based on PTB method. (c), and (d) calculation the maximum and minimum values at 25° sliding line, based on right dihedral method.
Fig. 6: Determination of the principal stress magnitudes using Mohr circles in station 3: (a) and (b) determine the maximum and the minimum values at 25° sliding line, based on PTB method. (c) and (d) are determination of the maximum and minimum values at 25° sliding line, based on right dihedral method.
Fig. 7: Determination of the principal stress magnitudes using Mohr circles in station 4: (a) and (b) determination the maximum and minimum values at 25° sliding line, based on PTB method. (c) and (d) are determination the maximum and the minimum values at 25° sliding line, based on right dihedral method.
Fig. 8: Determination of the principal stress magnitudes using Mohr circles in station 5: (a) and (b) determination the maximum and the minimum values at 25° sliding line, based on PTB method. (c) and (d) determination the maximum and minimum values at 25° sliding line, based on right dihedral method.
Fig. 9: Determination of the principal stress magnitudes using Mohr circles in station 6: (a) and (b); determination of the maximum and the minimum values at 25° sliding line, based on PTB method. (c) and (d); determination of the maximum and minimum values at 25° sliding line, based on right dihedral method.
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ABSTRACT

The objective of the present investigation was to determine the anthelminthic activity of methanolic extract of herbal formulation containing Curcuma longa rhizomes and leaves of Diploclisia glaucescens in combination at equal proportion respectively. The phytochemical analysis of the formulation revealed methanolic extract showed maximum phytoconstituents and thus selected to study in vitro anthelminthic activity in Indian earth worm (Pheretima posthuma). The results of the study revealed a dose dependent anthelminthic activity. However further comprehensive chemical and pharmacological investigation should be carried out to isolate the active compounds and appropriate elucidation of its mechanism of action and it helps in the development of new pharmaceuticals to treat Helminthiasis.

Key words: Curcuma longa, Diploclisia glaucescens, phytochemical, activity, pharmaceuticals.
INTRODUCTION

Livestock sector plays a momentous role for the upliftment of Indian economy, among which cattle and buffalo has major role (1). Though multifarious reasons has been elucidated for the production loss in animals, Helminthiasis stands at top infestation with Ascaris spp, Necatator, Trichuris and Ancylostoma species respectively. The major route of infection with worms includes contamination of pastures with eggs or larvae, hands and utensils contamination and also through skin penetration (2). World Health Organization (WHO) estimates an approximately 1.5 billion of the population in the world are infested with worms and ubiquitous in sub-tropical and tropical regions of America, Africa, China and Southeast Asia (3). The conventional and synthetic anthelmintic drugs becomes ineffective against various helminthic pathogens and they may also possess unwanted side effects and interactions causing afflictions in host. In these circumstances, developing a safe and effective drugs is a challenging tasks for scientific community to deal with this threat (4).

Since time immemorial, our system of traditional medicine and folklore claims that the medicinal plant as a whole or their parts being used for all types of ailments with multifarious activities like anticancerous, anti-inflammatory, analgesic, anthelminthic and antibacterial etc. Herbal medicines, because of their higher margin of safety and lower cost, were of good demand in both developed and also developing countries for primary health care with broader biological and medicinal activity (5). Multiple number of herbs has been screened for anthelminthic activity including seeds and latex of Carica papaya, leaf extract of Coleus blumei, fruit juice of Ananas comosus, twig extract of Codiaeum variegatum, Seed infusion of Leucana leucocephala, chloroform extract and hexane extract of Morinda citrifolia etc (6).

The present investigation was carried out to disclose the anthelminthic activity of herbal formulation containing rhizomes of Curcuma longa and leaves of Diploclisia glaucescens respectively.

Curcuma longa Linn (Zingiberaceae) is a perennial herb with short stem and long oblong leaves. It contains oblong or pyriform, cylindrical or ovate rhizomes, usually branched and yellowish brown in colour with characteristic odour and pungent bitter in taste (7). The pharmacological use of turmeric includes analgesic, antibacterial, antioxidant, expectorant and flavouring agent. The rhizome powder is commonly used for the treatment of various inflammation as household remedy on empirical basis (8). Diploclisia glaucescens (Blume) Diels is a climbing deciduous shrub of family Menispermaceae, frequently found in moist and evergreen forests up to 1500 m and spread over India, Southern China, Sri Lanka and Southeast Asia (9). The leaf extract of Diploclisia glaucescens commonly given to Tanchangyas tribes for cure of diarrhoea in Rangamati, Bangladesh. Leaf powder with milk is given in gonorrhea, syphilis and biliousness and the stem part is used in diabetes, asthma and kidney stone in India (10). The seeds, stem and roots of D.glaucescens reported the isolation of 20-Hydroxyecdysone along with proaporphine alkaloid like stepharine, triterpenoids serjanic acid, phytolaccagenic acid and their glycosides (11). The leaves of D.glaucescens along with gingelly oil and coconut oil applied externally for sprain treatment.

The present study is an attempt in this regard to study the anthelminthic activity of herbal formulation containing an equal mixture of Curcuma longa rhizome and leaves of Diploclisia glaucescens respectively.

MATERIALS AND METHODS

Plant materials and their extraction

The rhizomes of Curcuma longa and leaves of Diploclisia glaucescens were collected in the month of June-August 2017 locally from the Meppadi regions of Wayanad district of Kerala and were authenticated by MS Swaminathan Research Foundation, Wayanad. The collected materials were shade dried and subjected to pulverization and sieved to get powder of uniform size. The powdered plant materials was extracted with different solvents in their increasing...
order of polarity which includes petroleum ether, chloroform, ethyl acetate, methanol, ethanol and water by using Soxhlet apparatus continuously for 70 hrs respectively. Each time the plant material was dried and later extracted with next higher polar solvents (following the strategy of extraction in series of increasing the solvent polarity). All extracts were concentrated in Buchi rotary evaporator, followed by removal of traces of solvent by using desiccator and kept under refrigeration condition till further use. Each solvent extract and standard drug Albendazole were dissolved in 20% of Tween 80 in distilled water (v/v).

**Phytochemical screening**

The dried extracts were reconstituted with suitable solvents and are subjected to multifarious screening protocols for identification of secondary metabolites from the herbal formulation such as alkaloids, flavonoids, glycosides, saponins, tannins, terpenoids / steroids (12)

**Experimental worms**

All the experiments were carried out in Indian adult earthworms (*Pheretima posthuma*) of equal length and size, due to its anatomical significance with intestinal roundworm parasites of human beings (13). They were collected from moist soil and washed with normal saline to remove all unwanted organic matters including fecal matters.

**Administration of Albendazole**

Albendazole (25 mg/ml) was prepared by using 20% v/v of tween 80 as suspending agent and used for experimental purpose

**Administration of Extract**

The suspension of methanolic extract of *Curcuma longa* rhizome and *Diploclisia glaucescens* leaves of different concentration (25 mg/ml, 50 mg/ml, 75 mg/ml and 100 mg/ml) were prepared using 20% of tween 80 as suspending agent and final volume was made up to 40 ml per petridish for respective concentration. All the groups contains approximately equal length and size of earthworms consisting of six earthworms individually in each group were released in to in each 40 ml of desired concentration of drug and extract in the Petridishes.

**Experimental design**

The anthelmintic activity was performed according to the method (14) with slight modification. Anthelmintic activity was evaluated on adult *Pheretima posthuma*, an Indian earthworm, as it has anatomical and physiological resemblance with the intestinal round worm parasites of human beings. Earthworms were divided in to six groups (6 each). Each Petridishes were placed with three worms each of two sets of petridishes for each groups. The first group (I) serviced the control group with 20% tween 80 in distilled water, Group II serviced the standard drug Albendazole at a dose level of 25 mg/ml. Group III, IV, V and VI received different doses of methanolic extracts says 25 mg/ml, 50 mg/ml, 75 mg/ml and 100 mg/ml respectively. Observations were made for the time taken for paralysis and death of individual worms respectively. Paralysis was confirmed when no movement of any sort could be observed, except when the worm is shaken vigorously. Death was concluded when the worm neither moved when shaken vigorously nor when dipped in warm water (50°C) followed by fading away of their body colour. The test results were compared with reference standard, Albendazole (25 mg/ml) treated samples (13).
Statistical analysis

All experiments were performed in triplicates (n=3) and the data are presented as the mean ± standard error mean. Differences between the means of the individual groups were analyzed using the analysis of variance procedure of SPSS software 20 Version (IBM). The significance of differences was defined at the p <0.05.

RESULTS AND DISCUSSION

Helminthiasis is a significant parasitic disease seen in both humans and animals that reflects both social and economic difficulties throughout the world. Generally, helminths are classified as eukaryotic endoparasites as they live inside the body. Most of the helminthes infections are chronic in nature as they probably cause higher morbidity and distinguished economic loss with more social deprivation in both animals and human beings respectively. World health organization estimates about 2 million people throughout the world affected with parasitic worm infection and the main reason is associated with poor management and inadequate control measures (16). Whilst, numerous efforts has been made to understand the transmission mode and therapeutic probabilities against Helminthiasis in last few decades, still no prominent product has been established to control specific helminthic infestations (15, 16 & 17). In India, occurrence of these infection is very high in wet seasons (as high as 100%), the drugs available in market is of high cost and limited effective control over parasitic infections (18, 19). Plant products are frequently considered to be less toxic and significantly free from side effects than synthetic ones (20). The present investigation was carried out to understand effectiveness of herbal formulation containing Curcuma longa rhizome and leaves of Diploclisia glaucescens in combination against Indian earth worm, Pheretima posthuma respectively. Initially the formulation was extracted with multifarious solvents in the increasing order of polarity range viz. chloroform, ethyl acetate, ethanol, methanol and water. Upon phytochemical analysis shown methanolic extract with maximum phytoconstituents so these extract was selected to study the anthelmintic activity against Indian earthworm. The phytochemical screening of methanolic extract showed the presence of all major phytoconstituents like alkaloids, flavonoids, glycosides, steroids, terpenoids and phenolic compounds. The herbal formulation also tested for the extractive yield, the result of the experiment showed, hydro alcoholic extract with maximum yield of 27.32 % followed by water, methanol and acetic acid yield of 25.68%, 19.79% and 18.63% respectively.

The anthelmintic activity of the methanolic extract of herbal formulation containing Curcuma longa rhizomes and leaves of Diploclisia glaucescens was tested against Albendazole as standard. From the results, it is observed that the herbal formulation showed potent anthelmintic activity, the activity result revealed dose dependent paralysis ranging from loss of motility to loss of response to external stimuli, which eventually progressed to death from starting dose of 25 mg/ml to 100 mg/ml respectively. The methanolic extract of herbal formulation exhibited dose dependent anthelmintic activity that caused paralysis at 144.52±2.81, 120.33±4.24, 90.17±2.67 and 49.33±2.12 at 25, 50, 75 and 100 mg/ml and death at 180.83±2.43, 168.33±2.49, 117.83±3.91 and 76.67±3.14 at 25, 50, 75 and 100 mg/ml respectively. The standard drug (Albendazole) shows paralysis within 11.67±1.23 min and time of death 76.67±3.14 min. All the test groups showed a statistically significant (p<0.05) anthelmintic activity as compared with control and standard group respectively. The observation of the result showed the methanolic extract of herbal formulation as more potent anthelmintic agent and sensitivity of earthworms increased by increasing dosage of the formulation.

The presence of phytochemical compounds such as polyphenols, tannins, saponins, and glycosides may contribute to anthelmintic activity of plant extracts (21-23). Potential anthelmintic activity of plant extracts may due to the presence of tannins in high concentration (24). Tannins are able to disturb the metabolism of Ascaris species through oxidative phosphorylation reaction (25). In addition, tannins can also bind to free protein nutrition which leads to larval starvation (26). Flavonoids can interact with the free proteins of gastrointestinal host or glycoproteins on the worm’s cuticula and blocking tubulin polymerization leading to death of worm (27). Saponins causes vacuolization and disintegration of the tegumental worm through changing their cell membrane permeability (28). Glycosides and
steroids are antioxidant agents that decrease nitrate production; it leads to the inhibition of worm development (29). The mechanism of action of natural anthelmintic agents also involves inhibition of glucose uptake system that causes the loss of energy of worm (30). Breaking of mucopolysaccharide membrane structure of helminths will restrict their movement which may cause paralysis and finally the worm’s death (31). According to Kundu et al. (2015) and Swargiary and Roy (2012), phytochemicals are also involved in blocking of attachment of the parasitic worm to host by damaging of worm’s tegumental surface (32). The effects also involve the change of phosphatase enzymes in the tegument of parasites (33).

CONCLUSION

The present study was conducted to unravel the in vitro anthelminthic activity of herbal formulation containing rhizomes of Curcuma longa and leaves of Diploclisia glaucescens mixture in equal quantity. The examined methanolic extract of herbal formulation exhibited higher anthelminthic activity for both estimated parameters of paralysis and death. With these baseline information, a novel formulation can be prepared as new pharmaceutical drug for the treatment and curing of Helminthiasis. This justifies us the use of present combination used by the tribals of Wayanad regions of Kerala for various ailments including as potent anthelmintic agents. Still and all, further panoramic pharmacological and chemical investigations should be carried out to isolate the active constituents and elucidate appropriate mechanism of action for development of new herbal product.
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Table No.1: Results of Preliminary phytochemical analysis of Methanolic extract of Herbal formulation containing Diploclisia glaucescens leaves and Curcuma longa rhizomes

<table>
<thead>
<tr>
<th>SL No.</th>
<th>Phytoconstituents</th>
<th>Pet. Ether</th>
<th>Chloroform extract</th>
<th>Ethyl acetate extract</th>
<th>Ethanol extract</th>
<th>Methanol extract</th>
<th>Water extract</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Alkaloids</td>
<td>A</td>
<td>A</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>2</td>
<td>Flavonoids</td>
<td>A</td>
<td>P</td>
<td>A</td>
<td>P</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>3</td>
<td>Glycosides</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>P</td>
<td>A</td>
</tr>
<tr>
<td>4</td>
<td>Steroids</td>
<td>P</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>5</td>
<td>Tannins</td>
<td>P</td>
<td>P</td>
<td>A</td>
<td>A</td>
<td>P</td>
<td>A</td>
</tr>
<tr>
<td>6</td>
<td>Phenolic compounds</td>
<td>P</td>
<td>P</td>
<td>A</td>
<td>A</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>7</td>
<td>Terpenoids</td>
<td>A</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>A</td>
</tr>
<tr>
<td>8</td>
<td>Saponins</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>P</td>
<td>A</td>
</tr>
<tr>
<td>9</td>
<td>Gums and mucilages</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>10</td>
<td>Carbohydrates</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>11</td>
<td>Oils and Fats</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>12</td>
<td>Proteins and amino acids</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>P</td>
<td>A</td>
</tr>
</tbody>
</table>

A – Absent, P – Present

Table No.02. Results of the Extractive values of Herbal formulation

<table>
<thead>
<tr>
<th>Solvents</th>
<th>Extractive Yield (%)</th>
<th>Solvents</th>
<th>Extractive Yield (%)</th>
<th>Solvents</th>
<th>Extractive Yield (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>25.68</td>
<td>Aniline</td>
<td>17.65</td>
<td>Toluene</td>
<td>1.92</td>
</tr>
<tr>
<td>Hydro alcoholic</td>
<td>27.32</td>
<td>Ethyl acetate</td>
<td>1.89</td>
<td>Xylene</td>
<td>1.85</td>
</tr>
<tr>
<td>Acetic acid</td>
<td>18.63</td>
<td>Acetone</td>
<td>8.65</td>
<td>Cyclohexane</td>
<td>2.65</td>
</tr>
<tr>
<td>Methanol</td>
<td>19.79</td>
<td>CCL4</td>
<td>8.65</td>
<td>Petroleum ether</td>
<td>3.52</td>
</tr>
<tr>
<td>Ethanol</td>
<td>17.25</td>
<td>Dichloromethane</td>
<td>9.78</td>
<td>Hexane</td>
<td>1.96</td>
</tr>
<tr>
<td>Isopropanol</td>
<td>3.85</td>
<td>Chloroform</td>
<td>9.10</td>
<td>Diethylether</td>
<td>3.96</td>
</tr>
<tr>
<td>Acetonitrile</td>
<td>2.58</td>
<td>Benzene</td>
<td>1.25</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table No. 03. Anthelmintic activity of Methanolic extract of Herbal Formulation against *Pheretima posthuma*

<table>
<thead>
<tr>
<th>Groups</th>
<th>Conc. (mg/ml)</th>
<th>Time taken for Paralysis (min)</th>
<th>Time taken for death of worm (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% Tween 80 in Distilled water</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>Albendazole</td>
<td>25</td>
<td>11.67±1.23&lt;sup&gt;A&lt;/sup&gt;</td>
<td>20.33±1.20&lt;sup&gt;A&lt;/sup&gt;</td>
</tr>
<tr>
<td>Herbal Formulation (HF)</td>
<td>25</td>
<td>144.52±2.81&lt;sup&gt;B&lt;/sup&gt;</td>
<td>180.83±2.43&lt;sup&gt;B&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>120.33±4.24&lt;sup&gt;C&lt;/sup&gt;</td>
<td>168.33±2.49&lt;sup&gt;C&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>90.17±2.67&lt;sup&gt;D&lt;/sup&gt;</td>
<td>117.83±3.91&lt;sup&gt;D&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>49.33±2.12&lt;sup&gt;E&lt;/sup&gt;</td>
<td>76.67±3.14&lt;sup&gt;E&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

Values are expressed in Mean ± SEM, n=6 in each group, HF- Herbal Formulation
Means with different superscripts (A, B, C) are statistically (p<0.05) highly significant between the groups in the single reaction time (in minutes) parameter.

---

**Fig. 01.** Preparation of Herbal formulation for Anthelmintic activity

**Fig. 02.** Experimental worms in different groups for Anthelmintic activity of Herbal formulation